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# I. Introduction to Beyond HIPAA

## A. Purpose and Scope of the Report

The purpose of this report is to provide an “environmental scan” of privacy issues for the NCVHS’s new project examining privacy and security implications of uses of health information that are outside or beyond the scope of HIPAA. The Committee commissioned this report to explore existing and emerging policy frameworks, practices, and technologies to better frame key issues and drivers of change in these areas:

1. Big data and expanding uses and users
2. Cyber-security threats and approaches
3. Personal devices and internet of things
4. Laws in other domains (e.g., Fair Credit Reporting restricting uses of consumer data)
5. Evolving technologies for privacy and security
6. Evolving consumer attitudes

This report does not examine issues relating to health information cyber-security threats and approaches. At the September 13, 2017, hearing, NCVHS member Jacki Monson presented the report of the Health Care Industry Cybersecurity Task Force[[1]](#footnote-1) established by the U.S. Department of Health and Human Services (HHS) following the passage of the Cybersecurity Act of 2015.[[2]](#footnote-2) That report reviewed and analyzed the cybersecurity challenges faced by the health care industry and set out six high-level imperatives and offered recommendations to address identified problems. The NCVHS Privacy, Confidentiality, and Security (PCS) Subcommittee decided that the report adequately covered the high level cybersecurity issues of interest to the Subcommittee in this context. This should not be read to suggest that security is a secondary concern. Indeed, as Committee Member Jacki Monson said at the November 28, 2017, virtual hearing of the Privacy, Confidentiality, and Security Subcommittee, “[i]f you don’t have security, you definitely don’t have privacy.”[[3]](#footnote-3) The security of health data outside HIPAA is just as important as the security of HIPAA data. It just is not the subject of this report. Many of the cybersecurity principles and standards applicable to HIPAA data will have value in the world beyond HIPAA as well. Organizations and businesses processing health data outside HIPAA need to pay attention to security just as much as HIPAA covered entities.

The remaining topics covered in this report address a wide scope, and overlap to a considerable degree. For example, personal devices generate information that can become big data, use technologies that affect privacy and security, may be subject to laws outside HIPAA, and reflect consumer attitudes towards technology and privacy. We live in an interconnected world of technology and privacy, and nothing about the lack of boundaries or the overlap of policy concerns is new or unexpected.

Each topic addressed here could be the subject of its own multi-volume report. The goal is to provide information to help Subcommittee members make choices about future directions for NCVHS’s work and, ultimately, recommendations to the Secretary of HHS. The content reflects choices made by the author with the benefit of consultation with a modest number of experts and with guidance from the PCS Subcommittee.

## B. Beyond HIPAA

The focus of this report is Beyond HIPAA. That is, the report assumes the adequacy of the HIPAA Rules for health data and for covered entities subject to HIPAA, and focuses on health data outside of the HIPAA regulatory structure. The report does not address the possibility of adjustments to HIPAA statutes, rules, or guidance.[[4]](#footnote-4)

For present purposes, the world of health data falls into two categories. Protected health information (PHI) defined by and subject to HIPAA falls in one category. The second category includes health data that does not enjoy the protections of HIPAA. **For ease of reference, the two categories are identified at times here as *regulated* (subject to HIPAA) and *unregulated* (not subject to HIPAA). Data in the unregulated category is, for the most part, is not subject to any specific statutory regulation for privacy.**

Many but not all of the activities in the non-HIPAA category involve organizations that rely on health data as an element of a commercial activity, including data brokers, advertisers, websites, marketers, genetic testing companies, and others. The unregulated category includes some governmental and non-profit activities as well. The size of the unregulated world of health data is hard to estimate, but one health media expert said that in 2016, there were more than 165,000 health and wellness apps available through the Apple App Store alone.[[5]](#footnote-5) Those apps represent a small fraction of the unregulated health data sphere.

Under HIPAA, PHI remains subject to controls in the hands of covered entities. When disclosed outside the HIPAA domain of covered entities, HIPAA data is no longer subject to HIPAA controls, although some disclosed data may occasionally fall under the scope of another privacy law. In general, however, the data disclosed by a HIPAA covered entity passes into the second category of unregulated data.

Unregulated data that passes from an unregulated actor to a HIPAA covered entity becomes PHI in the hands of the covered entity while remaining unregulated in the hands of the originator. PHI that passes out of the regulated world generally becomes unregulated data in the hands of a recipient who is not a HIPAA covered entity. Data can pass back and forth between the two worlds.

The focus here is on data in the unregulated world. But the borders between the two worlds may be disappearing. A recent report from a public interest group addresses the effect of the big data digital marketplace on the two worlds:

The growth of this new health economy is further eroding the boundaries between the health-care system and the digital commercial marketplace.[[6]](#footnote-6)

Health data, whether it originates entirely in the commercial, unregulated sphere, or “leaks” into commercial databases from HIPAA regulated world, can remain essentially forever in files of data brokers and other consumer data companies. Health data may remain valuable for the entire lifetime of the data subject, and it may have uses with respect to relatives of the data subject. For example, an individual found to have a genetic condition may share the genes for that condition with relatives and children. No matter where it originated or is held, data may not be current, accurate, or complete.

The organization of the report follows the key issues identified by the Subcommittee. This introduction includes a discussion of several cross-cutting issues that should help in figuring out how to approach the key issues. These issues are: 1) The Challenge of Defining Health Information; 2) Health Data Ownership, Control, and Consent. The introduction ends with a short description of Fair Information Practices, a widely used core set of privacy principles that HHS used as a framework for the HIPAA privacy rule.

## C. The Challenge of Defining Health Information

If you want to discuss health data, you need to know what it is. If you want to regulate it or the institutions that have health data, you need to be able to draw clear lines. If you want to address recommendations to health data holders, you also need to be adequately descriptive. Defining health information in a broad context presents major difficulties, but not for HIPAA. HIPAA does a fine job in drawing clear lines. The real difficulties arise when you move beyond HIPAA.

HIPAA defines health information by using a series of nested definitions (health information, individually identifiable health information, and protected health information).[[7]](#footnote-7) HIPAA ties these definitions to the covered entities regulated under the rules. The result is that HIPAA effectively covers all identifiable information related to health care treatment or to payment for the provision of health care held by a covered entity. There is no need to pick and choose among items of data to make a decision about what is and is not PHI. In practical terms, all identifiable data processed by a HIPAA covered entity is PHI subject to the HIPAA rules. Issues relating to identifiability, many already addressed recently by NCVHS, are not of immediate concern to this discussion.[[8]](#footnote-8)

HIPAA sidesteps some problems that might arise even with its broad but simple approach. It does so in part by allowing covered entities to establish hybrid entities. A hybrid entity is an organization that carries out both covered and non-covered functions.[[9]](#footnote-9) A hybrid entity can designate the parts of its activities that fall under HIPAA and the parts that do not.[[10]](#footnote-10) A classic example is a supermarket with a pharmacy that treats itself as a hybrid entity. The pharmacy is a HIPAA covered entity, while other activities of the supermarket are not subject to HIPAA. This separation makes it unnecessary to decide if the purchase of a can of baked beans or a bottle of aspirin creates PHI, as would happen if all of the entity’s business were under the HIPAA umbrella. Everything on one side is PHI and nothing on the other side is PHI. The purchase of over-the-counter (OTC) medications from a supermarket does not create PHI. That OTC purchase begins to hint at the complexity of defining health data outside of HIPAA.

In 2007, NCVHS pointed out that a significant number of everyday providers of health care and health-related services are not covered by the HIPAA privacy and security rules.”[[11]](#footnote-11) NCVHS recommended that “HHS and the Congress should move expeditiously to establish laws and regulations that will ensure that all entities that create, compile, store, transmit, or use personally identifiable health information are covered by a federal privacy law.” The issues presented by health entities within the health care system but not currently part of HIPAA (e.g., a plastic surgeon doing cosmetic procedures not covered by health insurance) are likely to be easier to address than the issues presented by the broader and more diverse class of others who process health data for different purposes, many completely external to the formal health care system. Expanding HIPAA as suggested by NCVHS to other entities within the health care system is not as difficult as identifying and defining entities outside the health care system that maintain health information.

A class of health records that can be subject to HIPAA or not subject to HIPAA is personal health records (PHRs). PHRs provided by a covered entity fall under HIPAA, while PHRs provided by a non-HIPAA entity will generally not fall under HIPAA. PHRs not subject to HIPAA can be under the general jurisdiction of the Federal Trade Commission, which has a breach notification rule for non-HIPAA PHR vendors and related parties,[[12]](#footnote-12) but no other privacy rules for PHRs.[[13]](#footnote-13)

### 1. Dilemmas and Examples

How can you tell what constitutes health information in the absence of a definition? This inquiry may require a determination of who has the data and for what purpose because much depends on the nature of the data and the context and the purpose. A fitness tracker may collect information about physical activity. Does the number of steps taken in a day qualify as health information? That data is PHI in the hands of a physician covered by HIPAA. There is a good argument that it is *health information* in the hands of a physical trainer at the gym. What about when a group of friends compare their fitness records among themselves? What if an employer requires or encourages employees to participate in a fitness contest at the office using the tracker as evidence of activity? What if the user posts the data on a Facebook page? Does the data lose any of its character as health information if the data subject makes the data public? What if a profile of a tracker’s user only shows that the user has a fitness tracker but no other information? What if the profile shows ownership and use but no details about activity? How can we tell what is *health information* once outside the traditional regulated health care context?

Here is another group of overlapping information from disparate sources. Which of these lists of individuals constitutes health information?

* Individuals formally diagnosed as obese
* Overweight individuals (by each individual’s assessment)
* Big and Tall individuals (by clothing size from records of mail order and other merchants)
* Purchasers of food from a diet plan
* Purchasers of a cookbook for overweight individuals
* Individuals who visit diet websites and buy quick weight loss products (from Internet compiled profiles)

The first example, a formal diagnosis, is clearly PHI as long as the data is in the hands of a covered entity. Under HIPAA, data disclosed to a third party is no longer PHI unless the third party is another covered entity already subject to HIPAA. A disclosure to a researcher, the police, or the CIA places any PHI beyond the scope of HIPAA.[[14]](#footnote-14) A social science researcher may obtain the data for a use unrelated to health. The police may want data to find a witness to a crime and may be uninterested in any health information about the witness. The CIA may want information for a national security purpose that does not relate to the health nature of the data. If information is not PHI in the hands of a lawful recipient, is the information nevertheless health information? And if it is, what are the rights and responsibilities of the record holder and the data subject, if any?

The above list of potentially overweight individuals returns us to the definitional question at issue here. The same information in different hands and from different sources may be health information or not health information depending on circumstances and additional information available. It is difficult to infer health information about an individual who may have bought the cookbook as a gift. Some who think they are overweight may not be (or may be anorexic).

The definitional problems are harder with the widespread adoption of different and better information technology and algorithms. In a now famous incident, the Target Department store used a customer profile of purchases to infer that a teenage customer was pregnant.[[15]](#footnote-15) The customer’s father protested the receipt of ads for baby products, but it turned out that the father was the last to know that his daughter was pregnant. The specific methodology Target used to make the inference is not public, but it is fair to assume that Target did not have access to health information from any HIPAA-covered source. Nevertheless, Target determined to a reasonable degree of commercial likelihood something that almost everyone is likely to agree is health information. Does the accuracy of the algorithm make a difference to whether the data is health information? If as a result of commercial or other inferences, an individual is treated as if she were pregnant, had HIV/AIDS, or had cancer, does that make the information *health information* even if the information is wrong or if the algorithm used to develop the information is highly, moderately, or not-very accurate?

Here’s another example that raises the same issue from a different perspective. John Doe has an appointment at 15 Main Street at 10 am today. If a psychiatrist is the only business at that address, then the location, by itself, may be health information because it strongly suggests that Doe is a patient. If an individual, knowing of Doe’s appointment, does not know anything about the office at that location, it is harder to conclude that the information is health information in the hands of that individual. If there, instead, are many medical offices at that address, with a dozen different specialties represented, then it is harder to draw specific health inferences just from the location and appointment information. If the location shared is not a street address but Latitude:N 38° 53' 9.3" Longitude:W 76° 59' 46.4", then hardly anyone would recognize the actual location without an outside reference, and there may be no practical disclosure of health information even when the address is that of the psychiatrist in solo practice.

There are more layers to the location data question. If an individual was at First and Main Streets, is that health data? What if you add the fact that the temperature that day was below zero? What if you add the fact that there was an air quality alert for that location with a reading of very unhealthy? Does it matter if the individual has emphysema? Cell phone providers collect location tracking information, with the possibility that tracking information can sometimes be considered health information, but perhaps only when someone matches an exact physical location to the cell phone owner’s surroundings. For example, if the cell phone customer spends three hours, three times a week at a location occupied by a dialysis center, one might infer that the cell phone owner has kidney failure.

At the September 13, 2017, NCVHS hearing, Nicole Gardner talked about the potential breadth of what information can qualify as health data. She suggested that if 50% of health is governed by social determinants not traditionally classified as health data, then nutrition, sleep, exercise, smoking, drinking, and friends may be health data.[[16]](#footnote-16) Determining how to account for this type of data under any definition of health information is another layer of complexity. Several witnesses at the November 27, 2017 virtual hearing made similar points. Bennett Borden, partner at the DrinkerBiddle law firm, called the line between what is health-related information and what is not “very blurry.”[[17]](#footnote-17)

Data used in one way by one party may reveal something of a health nature, but the same data held by a different party and used in a different way may not. Fitness tracker data is not PHI in the hands of a patient but it is PHI in the hands of a covered entity.[[18]](#footnote-18) This is precisely the problem that HIPAA avoided by effectively treating all individual data as PHI if held by a covered entity.

A recent article in Slate offers a different example of the use of smartphone data (how you move, speak, type, etc.) to draw conclusions about mental health status.

That approach is fairly typical of the companies creating this new sector we might call connected mental health care. They tend to focus not on conventional diagnostic checklists and face-to-face therapy visits but on building looser, more comprehensive assess-and-intervene models based on smartphone data and largely digitized social connections. The first step in these models is to harvest (on an opt-in basis) the wealth of smartphone-generated data that can reflect one’s mental health—how you move, speak, type, or sleep; whether you’re returning calls and texts; and whether you’re getting out and about as much as usual. Such data can quickly show changes in behavior that may signal changes in mood.[[19]](#footnote-19)

Is the information from the smartphone *health information*? Is it mental health data? None of these questions has an obvious answer.

Even health data that originated as PHI can fall outside the scope of HIPAA when held by a health data registry. Leslie Francis, Professor of Law and Philosophy, University of Utah discussed registries at the November 28, 2017 virtual hearing of the NCVHS Privacy, Confidentiality, and Security Subcommittee. Professor Francis observed that registry data often comes from clinical data subject to HIPAA, yet the data in the hands of a registry is subject to variable and incomplete privacy policies and has uneven legal protections.[[20]](#footnote-20)

Another class of data that presents definitional and other challenges is patient-generated health data (PGHD). PGHD is “health-related data created and recorded by or from patients outside of the clinical setting to help address a health concern.”[[21]](#footnote-21) PGHD includes, but is not limited to health history, treatment history, biometric data, symptoms, and lifestyle choices.

PGHD is distinct from data generated in clinical settings and through encounters with providers in two important ways. First, patients, not providers, are primarily responsible for capturing or recording these data. Second, patients decide how to share or distribute these data to health care providers and others.[[22]](#footnote-22)

New technologies enable patients to generate data outside of clinical settings and share it with providers. Examples of PGHD sources include blood glucose monitoring or blood pressure readings using home health equipment, and exercise and diet tracking using a mobile app. Smart phones, mobile applications and remote monitoring devices, when linked to the deployment of electronic health records (EHRs), patient portals, and secure messaging, will connect patients and providers.

Despite the considerable interest in PGHD, the capture, use, and sharing of PGHD for clinical care and research are not yet widespread. There are technical, legal, and administrative barriers, and the multiple stakeholders involved add more complexity. With continuing attention, improved technology, and increasing interoperability, these barriers are likely to be addressed by clinicians and researchers.

As HHS’s recent Non-Covered Entity Report illustrates, the privacy and security protections that apply to personal health records (PHRs) are uneven and may not be subject to a consistent legal and regulatory framework.[[23]](#footnote-23) The same concerns about data integrity, security breaches, malware, and privacy identified for PHRs are likely to apply to PGHD. PGHD may originate with devices subject to HIPAA privacy and security rules from origin to destination and the data may originate with devices not subject to HIPAA or any other privacy or security requirements. PGHD that originates with unregulated commercial devices or that passes unencrypted over networks may be captured by third parties and used for consumer profiling or other purposes. Patients are likely to be in possession of copies of data that others maintain, and they may use or share the data as they please and without formal privacy protections in most instances. It may be challenging at times to tell whether and how PGHD falls under any definition of *health information*. It is possible to structure some device data activities so that the data falls under HIPAA at times, does not fall under HIPAA at times, and falls under HIPAA in the hands of some participants but not in the hands of others. Data may move back and forth between different regulated and non-regulated regimes.

At the November 28, 2017 virtual hearing of the NCVHS Privacy, Confidentiality, and Security Subcommittee, Adam Greene, Partner at the law firm Davis Wright Tremaine, discussed the range of other law that might apply to non-HIPAA data and some of the shortcomings of those laws:

Just because HIPAA does not apply, though, does not mean that the information is unprotected under law. Information that HIPAA does not govern may be subject to the FTC Act, to state medical records laws, or to state consumer protection laws. The most significant challenge is that these laws usually offer little guidance in the area of information security, and may even include conflicting requirements.[[24]](#footnote-24)

### 2. Trail of Data

 Below is an example of basic activities that create data that most individuals would consider as health information, at least in an informal sense. While reading, keep in mind the different holders of data and the presence or absence of applicable privacy rules. Another factor is what standard might be used to tell if a particular type of data is health information. Outside of the formal definition as found in HIPAA, it may be largely a matter of personal judgment.

A mother finds her child has a cold and keeps her home from school. She calls to tell the school that her daughter won’t be coming because of the cold. The mother goes to a pharmacy in a supermarket to buy an OTC cough medicine, stopping to ask the pharmacist for a recommendation. The next day, she takes her daughter to see a pediatrician. The pediatrician writes a prescription for a drug suitable for a child. The mother uses a drug manufacturer’s coupon to buy the drug at the pharmacy. Along the way, she tells her boss about her daughter’s cold and that she will be working at home for a few days. She posts a note on her private Facebook page. She sees her neighbor and explains why she is home that day. She researches the drug on the Internet, using a general search engine, a federal agency website, a Canadian website, and a commercial ad-supported medical information website where she is a registered user.

By following the data, the complexity of the definitional task beyond HIPAA becomes more apparent. The mother’s activities produce some HIPAA-covered data, some data protected by other laws, and some unregulated data. This discussion is not fully complete, but it makes the point.

**School**: Most schools fall under privacy rules from the Federal Educational Rights and Privacy Act (FERPA).[[25]](#footnote-25) Records subject to FERPA are exempt from HIPAA.[[26]](#footnote-26) Health-related data is generally treated as an education record, although there are some complexities that are not of immediate interest here. The information given by the mother to the school is an education record subject to a privacy rule.

**Pharmacy**: The pharmacy is a HIPAA covered entity, so even the informal advice about an OTC product is PHI. Filling the prescription creates PHI as well, as is information shared with and obtained from a health plan, a pharmacy benefit manager, and a health care clearinghouse.

**Supermarket**: The purchase of the OTC medicine does not create PHI in the hands of the supermarket. Since the mother used a frequent shopper card to make the purchase, the supermarket can identify the mother, link the product with her other purchases, and sell any of the information to third party marketers or others. In general, customer information held by the supermarket is not subject to any privacy regulation.[[27]](#footnote-27)

**Pediatrician**: A pediatrician is highly likely to be a HIPAA covered entity. The encounter between the child and the doctor also creates records at a health plan, pharmacy benefit manager, and health care clearinghouse, all HIPAA covered entities or business associates.

**Drug manufacturer**: A drug manufacturer acquires the mother’s personal information because the coupon requires it. The drug manufacturer is not subject to HIPAA or likely to any other privacy law. The transaction record may give the drug manufacturer information about the drug purchased; the patient; the time, date and location of purchase; and the insurance policy that covered part of the price. Some or all of this data may be *health information*.

**Facebook**: As Facebook member, the mother can control posted data in various ways, but her Facebook “friends” have no obligation to treat it as private. Facebook can use the data for creating a member profile, for targeting advertising, and in other ways. Facebook can use information posted about health or health activities in the same way as other personal information.

**Federal website**: A federal informational website is not likely to collect or retain any identifiable information from a search. If the website maintained any personal information, the data would likely, but not certainly, fall under the Privacy Act of 1974 whether characterized as health information or not.

**Canadian website**. A private sector website in Canada is subject to the Personal Information Protection and Electronic Documents Act (PIPEDA), a general privacy law regulating the private sector.[[28]](#footnote-28) If the website collected any personal information, the information would be subject to the Canadian privacy law.

**Commercial American medical information website**. American websites, whether they collected health information or otherwise, are generally not subject to a federal privacy law. A website can be held to any privacy policy posted on its site.[[29]](#footnote-29) The website can collect, retain, make use of, and share in various ways any information revealed by a search made by a visitor. In the example, the mother using the website registered previously on the site so that the website knew her identity and could add the latest inquiries to her profile. However, even in the absence of registration, it is possible that a website can identify visitors through the use of advertising trackers, cookies, IP addresses, or other means.

**Internet tracking and advertising companies, and Internet service provider**. While none of the website activities involved a direct disclosure to a tracking or advertising company, the possibility of a disclosure on commercial sites is high. In general, it is difficult or impossible for web users to know who following their activities on any given website or from website to website. Clicking on an ad may result in additional disclosures. For example, if a company seeks to advertise only on web pages that show information to individuals with high incomes, the company knows something about the income of anyone who clicked on the ad.

**Neighbor**. Generally, no privacy law applies to disclosure of personal information to a neighbor. Even if all agree that the information is health information, it is hard to see any practical consequence to designation of the data in this context. Even broadly applicable EU privacy rules do not reach household activities.

**Boss**. The disclosure to the mother’s workplace manager may be no more detailed than to a neighbor, but her employer is subject to some rules with respect to the use and disclosure of health information. Whether the information is health information with respect to the mother and how workplace rules apply to a disclosure about a dependent are more complicated questions than can be pursued here.

**Internet search engine**. An Internet search engine can, if it chooses, keep a record of searches made by its customers. It can build a user profile from the searches, from webpage visits, ad clicks, commercial databases, and more. It can then use that profile to make decisions about what search results to provide, what ads to show, or how to treat the customer in other ways. Whether a piece of information is health information or not may not make a difference.

### 3. Tentative Conclusions about Definitions

It is difficult to define *health information* without a context. It is important to know who the record keeper is, what the purpose of the processing is, and what the rights of the data subject are, if any. The same information that appears to be health information in one context may not be health information in another. Some physical characteristics bearing on health status (height, weight, age, some disabilities) are observable from physical presence or from photographs or videos.

Data that appears unrelated to health may be used to infer items of health information to a level of statistical likelihood.

Not all record keepers who hold health information have relationships with data subjects or are known to data subjects. This is true for some health record keepers who obtain PHI from HIPAA covered entities as well as for other record keepers whose data does not come from a source covered by HIPAA. Neither data nor the relationship between record keepers and data subjects is static.

Accepting for the moment that HIPAA solves the definitional problem well enough for HIPAA covered entities, it is not apparent that extending HIPAA automatically to others who hold *health information* will work. HIPAA ties its definition of PHI to the status of covered entities. With other types of record keepers, the broad scope of the HIPAA definition is likely to present serious difficulties and conflicts. For example, a bank may acquire health information in connection with a loan, but the HIPAA rule of treating all covered entity information as PHI would not work in a bank context, where some records are subject to other laws.[[30]](#footnote-30)

Further, HIPAA strikes balances appropriate for the health care treatment and payment environments. The same balances and the same authorities to use and disclose health information would not be appropriate for other health record keepers. For example, it would not be appropriate to expressly authorize a convenience store that sells OTC drugs to make nonconsensual disclosures for treatment purposes in the same way that HIPAA authorizes a health care provider to make treatment disclosures. Nor would it be appropriate to authorize the store to disclose its information for the numerous other purposes allowed by physicians and insurers under HIPAA.

Establishing different rules for different record keepers has its attractions, but it faces the prospect of having different rules for the same information depending on the record keeper. Some record keepers with multiple functions might be subject to more than one set of rules at the same time.[[31]](#footnote-31) Further, the large number of non-HIPAA record keepers makes rule making especially challenging, with those who derive health information from non-health data presenting a particular challenge. Even identifying all non-HIPAA health record keepers would be a challenge. On the other hand, the U.S. approach to privacy is sectoral, and all of the challenges described in this paragraph occur with other types of records, including HIPAA records.

If it is at all reassuring, the definitional problem raised here is not unique to the US. In the EU, where data protection rules treat all health data as sensitive information,[[32]](#footnote-32) the European data protection supervisor concluded in the context of mobile health that there is not always a clear distinction between the health data and other types of “well-being” information that does not qualify as health data.[[33]](#footnote-33)

The general problem of defining health information is harder to solve in a statute or rule that extends beyond HIPAA or outside the defined health sector. However, the problem may be less difficult if addressed in guidelines, standards, codes of conduct, best practices and other types of “soft” standards. Under a looser definition, a tradeoff between precision and consistency may arise, but the result could provide guidance good enough for at least some applications.

## D. Health Data Ownership, Control, and Consent

Debates about health privacy occasionally include discussions about the ownership of health data. Traditionally, a physician owned the paper health record containing patient data.[[34]](#footnote-34) As health care practice grew more complex in environments characterized by third party payment and electronic health records, issues about ownership grew more both more complex and less relevant. Traditional notions of property no longer had much meaning in the context of health records.[[35]](#footnote-35) Further, in the digital environment, the same information can more easily be in multiple places and controlled by multiple persons at the same time. App developers and others make a business by collecting and exploiting patient health information and by asserting data ownership, control, or both. The issues here are conceptually and technically messy, unclear, and largely unaddressed in law. Some continue to promote patient ownership even as the notion of ownership becomes seemingly less meaningful.

### 1. The Regulated World

HIPAA sets out the rights and responsibilities of covered entities without discussing ownership. Covered entities have obligations under HIPAA – as well as under other laws, standard business practices, and ethical standards – to maintain records of health care treatment and payment. Patients have a bundle of rights under HIPAA and other laws that include the ability to inspect, have a copy of, and propose amendments to health records. Ownership seems irrelevant to the exercise of these rights and responsibilities. An Internet post about the issue of ownership of EHRs says that “‘Ownership,’ then, puts people in the wrong mindset.” [[36]](#footnote-36)

Yet the concept of ownership persists in some quarters. Articles about the use of blockchain technology in health care sometimes tout patient “ownership” as a benefit of the technology.[[37]](#footnote-37) It is not always clear from these references just what ownership means. In one proof-of-concept for blockchain in health care, “patients are enabled with fine-grained access control of their medical records, selecting essentially any portion of it they wish to share.”[[38]](#footnote-38) It is pointless to debate whether control equates with ownership, but the notion of patient control of health records creates its own set of difficulties.

For health data regulated under HIPAA, a patient has limited ability to influence the way that covered entities use and disclose the patient’s health record. For most of the uses and disclosures allowed under HIPAA, a patient has virtually no say, and a covered entity can use and disclose PHI as allowed by the rule without seeking or obtaining patient consent. A patient can request restrictions on use or disclosure, but a covered entity need not consider or agree to any patient requests. A patient can influence some disclosures to care givers and for facility directories.

The lack of patient control is not necessarily a bad thing. Many activities in the health world require access to patient records, including payment of bills, health research, public health, oversight and accountability, and much more. Giving patients greater rights to consent – a position supported by some advocacy groups – requires the resolution of numerous conflicts between the public interest and a patient’s rights. HIPAA resolved those conflicts, although the choices could always be reopened. A health technology that gave patient greater ability to control use of their record would have to confront and resolve the conflicts. For example, if a patient could keep anyone from learning of a narcotics prescription, then it would be more difficult or impossible to prevent over-prescribing.

Before HIPAA, patients typically “controlled” the use and disclosure of their health records by signing “informed” consent forms presented to them by a health care provider. The forms were often not accompanied by any notice, and the authorization typically allowed the disclosure of “any and all” information to insurers and others. In the absence of a state law, there were no controls over uses by those who received the information. Patients signed the forms presented to them, with little opportunity to make any change. This old model produced a consent that was neither informed nor actually consensual. [[39]](#footnote-39) Treatment and payment usually depended on a signature on the consent form.

HIPAA resolved the consent issue for the most part, but other paths seem possible. The technology that supports EHRs could support a greater role for patients. The promotion of blockchain as a tool for patient control is an example, but it does not appear that anyone has explored the limits of or mechanism for patient control in any depth. A recent article proposes that patients have a health data manager for a digital health record, with the relationship between patient and manager controlled through a data use agreement.[[40]](#footnote-40) It is an outline of an idea for a greater role for the patient in some uses and disclosures. A defined role for patients would have to resolve at a societal level just what voice patients should have in disclosures for research, law enforcement, national security, health oversight, protection of the President, and more. Resolving those choices would then allow for designing a mechanism that patients could practically use. There appear to be many opportunities for exploring increased roles of patients in the use and disclosure of their HIPAA-regulated records. Technology can support more patient choice than was practical in the past.

### 2. The Unregulated World

So far, this discussion is mostly about consent and control in the regulated health care world. In the non-regulated world of health data, some record keepers have relationships with consumers (a fitness tracker provider may require a user to accept terms of service and to retrieve data from the provider’s website). Some record keepers may have no relationship with consumers. Data collected by websites and sold to data profilers, marketers, and others may have terms hidden from consumers or that give consumers no rights or interests in the data. Consumers may not even be aware of the extent of data collection, its use, or the identity of those in possession of the data.

An example of the complexity of relationships comes from Mindbody, a company that provides a technology platform for the wellness services industry.[[41]](#footnote-41) The company’s role in wellness activities may not be visible to individuals enrolled in a wellness service. The company’s terms of service address data ownership and use by stating that the business providing the data owns the data as between the business and Mindbody. The policy does not address the rights of data subjects. However, the terms go on to give Mindbody broad rights to use and disclose the data:

You hereby grant to MINDBODY a nonexclusive, worldwide, assignable, sublicensable, fully paid-up and royalty-free license and right to copy, distribute, display and perform, publish, prepare derivative works of and otherwise use Your Data for the purposes of providing, improving and developing MINDBODY’s products and services and/or complementary products and services of our partners.[[42]](#footnote-42)

The data involved here has at least three parties in interest. There is the data subject who participates in the wellness program and provides some or all of the data in the program, the sponsor of the wellness program who contracts with Mindbody to provide technology services, and Mindbody itself. Mindbody’s affiliates may represent another class of parties, as may those non-affiliated parties to whom Mindbody distributes data in accordance with the terms of service. The data subject here likely has little knowledge about most of the actual and potential data users resulting from enrollment in a wellness program.

Given all of the complexity of relationships involved in this one company’s activities, the challenge of formally defining the rights and responsibilities of all the parties is daunting. Similar issues with multiple parties playing different roles and having different rights with respect to personally identifiable health data arise with devices like wearables and fitness monitors that monitor and record health information; Internet of Things devices that monitor eating, movement, and activities; personal health devices like a blood pressure cuff, and more.

The reaction of consumers when presented with the opportunity to give consent varies considerably. A recent research article contrasts patient responses to the collection and use of health data for unregulated activities with patient reaction for health research. Perhaps surprisingly, patients seemed indifferent to sharing with unregulated commercial entities, but patients showed “significant resistance” to scientific research applications.

Members of the general public expressed little concern about sharing health data with the companies that sold the devices or apps they used, and indicated that they rarely read the ‘‘terms and conditions’’ detailing how their data may be exploited by the company or third-party affiliates before consenting to them. In contrast, interviews with researchers revealed significant resistance among potential research participants to sharing their user-generated health data for purposes of scientific study.[[43]](#footnote-43)

Joseph Turow and his colleagues offer an explanation for the apparent lack of consumer interest in seeking to control online and other uses of their data. They find Americans resigned to the lack of control over data and powerless to stop its exploitation.

The findings also suggest, in contrast to other academics’ claims, that Americans’ willingness to provide personal information to marketers cannot be explained by the public’s poor knowledge of the ins and outs of digital commerce. In fact, people who know more about ways marketers can use their personal information are more likely rather than less likely to accept discounts in exchange for data when presented with a real-life scenario.

Our findings, instead, support a new explanation: a majority of Americans are resigned to giving up their data—and that is why many appear to be engaging in tradeoffs. Resignation occurs when a person believes an undesirable outcome is inevitable and feels powerless to stop it. Rather than feeling able to make choices, Americans believe it is futile to manage what companies can learn about them. Our study reveals that more than half do not want to lose control over their information but also believe this loss of control has already happened. [[44]](#footnote-44)

Whatever difficulties there are in giving consumers a greater say in the use of their regulated health data, the difficulties in doing the same in the unregulated world seem greater. In both worlds, narrow concepts of ownership of data or control of data do not appear helpful. The regulated world already has defined rights and responsibilities with health providers subject to ethical limitations on their actions. Yet ethical limits may not apply to other covered entities, including insurers and clearinghouses. Increasing consumer rights in the unregulated world may be harder because of the definitional difficulties already discussed; the likely and strong resistance of those profiting from the largely unrestricted use of health information; and a lack of political will. Changing the existing rules for the regulated world would be hard, but creating entirely new rules for the unregulated world would be even harder.

### D. Fair Information Practices

Fair Information Practices (FIPs) are a set of internationally recognized practices for addressing the privacy of information about individuals. FIPs are important because they provide the underlying policy for many national laws addressing privacy and data protection matters. The international policy convergence around FIPs as core elements for information privacy has remained in place since the late 1970s. Privacy laws in the United States, which are much less comprehensive in scope than laws in some other countries, often reflect some elements of FIPs but not as consistently as the laws of most other nations.

FIPS are useful in understanding the elements of information privacy. HHS built the HIPAA privacy rule on a FIPs framework.

This final rule establishes, for the first time, a set of basic national privacy standards and fair information practices that provides all Americans with a basic level of protection and peace of mind that is essential to their full participation in their care. [[45]](#footnote-45)

FIPs are a set of high-level policies and are not self-executing. Applying FIPs in any given context requires judgment rather than a mechanical translation. There can be disagreement on the best way to implement FIPs.

While it is fair to say that FIPs apply to covered entities through HIPAA, the application of FIPs to unregulated health information processors is less clear. Certainly FIPs can be applied if the will is there. Existing privacy policies and practices for these other activities are highly variable and only occasionally subject to any statutory standards. Anyone looking to devise a set of privacy policies for non-HIPAA health information activities might well choose to begin with FIPs. However, at the same time there is more universal recognition of the value of FIPs, some in the business community still would be happier if FIPs were edited to leave out standards they see as “inconvenient.”

While not of immediate relevance here, any health information activities in the European Union (EU) are subject to EU data protection law and to the FIPs principles embedded in that law. For example, any company that wants to sell fitness devices in the EU and to process the data that results would follow EU data protection law. That same company can sell the same device in the U.S. without any similar privacy protections.

Table I: A Code of Fair Information Practices

 1) The Principle of *Openness*, which provides that the existence of record-keeping systems and databanks containing data about individuals be publicly known, along with a description of main purpose and uses of the data.

 2) The Principle of *Individual Participation*, which provides that each individual should have a right to see any data about himself or herself and to correct or remove any data that is not timely, accurate, relevant, or complete.

 3) The Principle of *Collection Limitation*, which provides that there should be limits to the collection of personal data, that data should be collected by lawful and fair means, and that data should be collected, where appropriate, with the knowledge or consent of the subject.

 4) The Principle of *Data Quality*, which provides that personal data should be relevant to the purposes for which they are to be used, and should be accurate, complete, and timely.

 5) The Principle of *Use Limitation*, which provides that there must be limits to the internal uses of personal data and that the data should be used only for the purposes specified at the time of collection.

 6) The Principle of *Disclosure Limitation*, which provides that personal data should not be communicated externally without the consent of the data subject or other legal authority.

 7) The Principle of *Security*, which provides that personal data should be protected by reasonable security safeguards against such risks as loss, unauthorized access, destruction, use, modification or disclosure.

 8) The Principle of *Accountability*, which provides that record keepers should be accountable for complying with fair information practices.

 This formulation of a code of fair information practices is derived from several sources, including codes developed by the Department of Health, Education, and Welfare (1973); Organization for Economic Cooperation and Development (1981); and Council of Europe (1981).

#

# II. Big Data: Expanding Uses and Users

## A. Overview of Big Data

The benefits of data and big data are unquestioned.[[46]](#footnote-46) This is true whether the particular environment is a regulated or unregulated one. Even skeptics acknowledge the value of big data:

Big Data will lead to important benefits. Whether applied to crises in medicine, in climate, in food safety, or in some other arena, Big Data techniques will lead to significant, new, life-enhancing (even life-saving) benefits that we would be ill advised to electively forego.[[47]](#footnote-47)

A huge number of reports from many sources address the general promise of big data as well as the promise of big data for health. Many reports also acknowledge the downsides that could result from some uses of big data. An Obama White House report from the President's Council of Advisors on Science and Technology (PCAST) focused on big data and privacy, acknowledging the promise and other consequences from big data in the first paragraph:

The ubiquity of computing and electronic communication technologies has led to the exponential growth of data from both digital and analog sources. New capabilities to gather, analyze, disseminate, and preserve vast quantities of data raise new concerns about the nature of privacy and the means by which individual privacy might be compromised or protected.[[48]](#footnote-48)

The PCAST report also contained an observation on the data quality issues that may be an overlooked aspect of real-world and that may undermine the benefits of the data.

Real-world data are incomplete and noisy. These data-quality issues lower the performance of data-mining algorithms and obscure outputs. When economics allow, careful screening and preparation of the input data can improve the quality of results, but this data preparation is often labor intensive and expensive. Users, especially in the commercial sector, must trade off cost and accuracy, sometimes with negative consequences for the individual represented in the data. Additionally, real-world data can contain extreme events or outliers. Outliers may be real events that, by chance, are overrepresented in the data; or they may be the result of data-entry or data-transmission errors. In both cases they can skew the model and degrade performance. The study of outliers is an important research area of statistics.[[49]](#footnote-49)

A Federal Trade Commission report also acknowledged the downsides of big data along with the benefits:

The analysis of this data is often valuable to companies and to consumers, as it can guide the development of new products and services, predict the preferences of individuals, help tailor services and opportunities, and guide individualized marketing. At the same time, advocates, academics, and others have raised concerns about whether certain uses of big data analytics may harm consumers, particularly low income and underserved populations.[[50]](#footnote-50)

The FTC also summarized some of the benefits for health care:

Provide healthcare tailored to individual patients’ characteristics. Organizations have used big data to predict life expectancy, genetic predisposition to disease, likelihood of hospital readmission, and likelihood of adherence to a treatment plan in order to tailor medical treatment to an individual’s characteristics. This, in turn, has helped healthcare providers avoid one-size-fits-all treatments and lower overall healthcare costs by reducing readmissions. Ultimately, data sets with richer and more complete data should allow medical practitioners more effectively to perform “precision medicine,” an approach for disease treatment and prevention that considers individual variability in genes, environment, and lifestyle.[[51]](#footnote-51)

A 2013 report from McKinsey took a more focused look at health care use of big data. It recognized the need to protect privacy, but it suggested a need to shift the collective mind-set about patient data from protect to share with protections.[[52]](#footnote-52) There are many data users, including researchers, who support greater access to data to be used for socially beneficial purposes. HIPAA supports research (and other) activities by making health data available for IRB-approved research without the need for patient consent.[[53]](#footnote-53)

The White House PCAST report cited above offers a more specific example of the use of unregulated big data from sources such as cell phones, the Internet and personal devices to draw health conclusions:

Many baby boomers wonder how they might detect Alzheimer's disease in themselves. What would be better to observe their behavior than the mobile device that connects them to a personal assistant in the cloud (e.g., Siri or OK Google), helps them navigate, reminds them what words mean, remembers to do things, recalls conversations, measures gait, and otherwise is in a position to detect gradual declines on traditional and novel medical indicators that might be imperceptible even to their spouses?

At the same time, any leak of such information would be a damaging betrayal of trust. What are individuals’ protections against such risks? Can the inferred information about individuals’ health be sold, without additional consent, to third parties (e.g., pharmaceutical companies)? What if this is a stated condition of use of the app? Should information go to individuals’ personal physicians with their initial consent but not a subsequent confirmation?[[54]](#footnote-54)

This example raises direct questions about proper uses for unregulated health data and the likely lack of any patient protections for the data in the hands of cell phone providers, apps developers, and others. Frank Pasquale, Professor of Law, University of Maryland, discussed in a recent article the vast scope of data broker records, the potential uses for those records, and lack of auditing of for potentially illegal applications of unregulated health data:

While the intricate details of the Omnibus HIPAA rule are specified and litigated, data brokers continue gathering information, and making predictions based on it, entirely outside the HIPPA-protected zone. It is increasingly difficult for those affected to understand (let alone prove) how health-inflected data affected decision-making about them, but we now know that health-based scoring models are common. While the sheer amount of data gathered by reputational intermediaries is immense, the inferences they enable are even more staggering. Unattributed data sources are available to be pervasively deployed to make (or rationalize) critical judgments about individuals. Even if some of those judgments violate the law, there is no systematic auditing of data used by large employers in their decision-making, and there are ample pretexts to mask suspect or illegal behavior.[[55]](#footnote-55)

The combination of vast amounts of data; use of advanced algorithms and artificial intelligence; and lack of both regulation and oversight lead Professor Pasquale to say that for health data outside the healthcare sector, “in many respects, it is anything goes.”[[56]](#footnote-56)

The amount of PII collected and available increases with new technologies.[[57]](#footnote-57) Surveillance is pervasive, with cameras and automated license plate readers commonplace today. Tracking of Internet activity is a major industry. Linking of consumer devices that allows tracking of an individual’s activity whether on a computer, cell phone, or other device is routine.[[58]](#footnote-58)

Frequent shopper cards used at supermarkets and other merchants produce details accounts of consumer purchases. So does Internet shopping. Companies manage huge databases about consumers, with one company, for example, claiming it has over 800 billion consumer attributes.[[59]](#footnote-59) How much of this data is or could be health information returns to the issue of what is health data.

It is useful to ground this discussion with a real world example. LexisNexis Risk Solutions, a large data broker and analytics company “health risk prediction scores independent of traditional health care data that leverage hundreds of key attributes found within public records data to provide health care entities with a picture of unforeseen and avoidable risks.”[[60]](#footnote-60) The product brochure says on the cover “Predict health risk more precisely—without medical claims data.”[[61]](#footnote-61) The result is something that LexisNexis promotes as health data but that relies on no actual PHI derived from HIPAA regulated records.

Companies and governments can use results of scores and other algorithmic products in many ways, with opaque decision making processes that can affect individuals without their being aware.

Eligibility decisions for a loan, other financial services, insurance, healthcare, housing, education, or employment can have significant and immediate impacts by excluding people outright. Equally significant economic effects can stem from less favorable service, terms, or prices, such as through fees, interest rates, or insurance premiums. Data driven decision may either occur in a fully automated manner, as in the case of a bank account or credit application denial, or they may happen prior to the actual decision, for example, when unwanted people are automatically rated low and filtered out, and thus never seen by human staff or by a system farther on in the process.[[62]](#footnote-62)

Big data and the algorithms that use big data can produce information that looks like health information and can be used as health information but that has no actual health content. Further, this information can be used to make determination about individuals without the knowledge of the data subject and even without any direct human involvement. The section of this report that addresses other laws pursues this issue in the discussion of the Fair Credit Reporting Act.

## B. Defining Big Data

No serious person doubts the value of data in human endeavors, and especially in science, health care, public policy, education, business, history, and many other activities.[[63]](#footnote-63) When *data* becomes *big data* is not entirely clear.[[64]](#footnote-64) A common description is “[b]ig data is a term for data sets that are so large or complex that traditional data processing application software is inadequate to deal with them.”[[65]](#footnote-65) Some definitions focus on the “high‐volume, high‐velocity and high‐variety information assets that demand cost‐effective, innovative forms of information processing for enhanced insight and decision making.”[[66]](#footnote-66) Another definition adds veracity and value as fourth and fifth “v’s”, along with volume, velocity, and variety.[[67]](#footnote-67) Perhaps vague is another word applicable to big data. Two scholars call big data “the buzzword of the decade.”[[68]](#footnote-68)

There is no reason here to attempt a definition. However, it is noteworthy that a common feature of the definitions is a lack of any formal, objective, and clear distinction between data and big data. A statutory definition that draws a bright line is absent.[[69]](#footnote-69) That presents a challenge for any regulation, a challenge similar to the problem of defining health information outside the HIPAA context. What cannot be defined cannot be regulated.

A good example of big data outside HIPAA regulation comes from the Precision Medicine Initiative, now known as the All of Us Research Initiative.[[70]](#footnote-70) This program involves the building of a national research cohort of one million or more U.S. participants. The protocol for the initiative describes the plan for the dataset the program will maintain.

Ideally, in time, the core dataset will include PPI, physical measurements, baseline biospecimen assays, and baseline health information derived from EHRs from most participants. Data elements will be transferred through encrypted channels to the core dataset, which will be stored in the All of Us Research Program Data and Research Center (DRC).[[71]](#footnote-71)

The dataset will include information from each participant’s EHR, and the data will be updated over time.[[72]](#footnote-72) Individuals must consent to participate in the program, and the consent process will include educational materials to enable participants to understand the program.[[73]](#footnote-73) The program has a detailed Data Security Policy Principles and Framework[[74]](#footnote-74) and has a certificate of confidentiality that provides privacy protections suitable for research activities.[[75]](#footnote-75)

The potential value of the All of Us Research Initiative is not in question here. However, a privacy advocacy group raised questions about the adequacy legal protections for the research dataset.[[76]](#footnote-76) HIPAA does not apply to NIH or to the records in the dataset, nor does the Privacy Act of 1974.[[77]](#footnote-77) The research protocol itself notes “the risk that a third party may ask the All of Us Research Program to disclose information about participants without their permission as part of legal or other claims.” Those third parties could include law enforcement and national security agencies. Other third parties may be able to obtain All of Us records from participants with their consent. Insurance companies and employers are examples of third parties with some degree of power over consumers.

The All of Us Research Initiative is an example of a big data type of activity that results in the creation of a large dataset of health records outside the health care treatment and payment system. Legal and privacy protections for the program are not the same as the protections for HIPAA records. All of Us obtains records with the informed consent of data subjects, a process that results in records no longer subject to HIPAA protections in the hands of a recipient who is not otherwise a HIPAA covered entity. If a private company undertook a similar, consent-based, activity, it could establish its own health database outside HIPAA and subject only to its own policies.[[78]](#footnote-78)

Nothing here should be read to suggest that the All of Us Research Initiative is ill-conceived, poorly intentioned, or lacks a privacy policy. The program’s privacy policy and certificate of confidentiality provide significant protections for privacy, albeit not the same as traditional health records. However, as a big data resource, All of Us stands outside the statutory protections available for those traditional records. Data subject consent allows All of Us to proceed in this manner because consent effectively eliminates the protections that HIPAA imposes on health records held by HIPAA covered entities. Other traditional protections, like the physician-patient testimonial privilege, may be weakened for records disclosed with the consent of a patient.

Another example of a pool of health data maintained outside of HIPAA regulations comes from prescription drug monitoring programs (PDMP). PDMPs are state-run electronic databases that track the prescribing and dispensing of controlled prescription drugs. They give health care providers access to data about a patient’s controlled substance prescription history. This allows providers to identify patients who at risk of misusing controlled substances. Of course, PDMPs also assist law enforcement.[[79]](#footnote-79) While PDMPs are not typically thought of as a big data resource, the databases collectively contain large amounts personally identifiable health information not regulated by HIPAA because no covered entity maintains the data. Leo Beletsky, Associate Professor of Law and Health Sciences at Northwestern University recently said that while PDMPs are an essential tool in combating drug abuse, the data may be available to a “wide variety of actors” and that there are “a number of privacy issues with these programs that have not received adequate attention.”[[80]](#footnote-80)

PatientsLikeMe is different example of a pool of health data outside of HIPAA. It is a company that maintains “a free website where people can share their health data to track their progress, help others, and change medicine for good.”[[81]](#footnote-81) The company enrolls patients, collects their data, and sells it to partners, including companies that develop or sell products (e.g., drugs, devices, equipment, insurance, and medical services) to patients. The company does not sell PII for marketing purposes.[[82]](#footnote-82) It also shares data with fellow patients. The company has over 600,000 members, covers 2800 health conditions, published over 100 research studies, and maintains over 43 million data points.[[83]](#footnote-83) In general, PatientsLikeMe offers a model for supporting health research that differs in substantial ways from traditional privacy-protecting policies (like HIPAA) and ethic policies (like the Common Rule).

A final example comes from the traditional commercial world of data brokers. Individually, no one list, data resource, or company may “qualify” to be categorized as big data (even though there is no definition for that term). Collectively, however, all the data brokers and, perhaps, some individual data brokers have sufficient volume of information to support a big data label.

The example selected here comes from a company named Complete Medical Lists.[[84]](#footnote-84) This list offers information about Diabetes Sufferers.[[85]](#footnote-85) It is just one of many similar lists the company (and the rest of the data broker industry) offers. The advertised number of individuals and their type of diabetes is:

973,771 Total Diabetes Sufferers 62,547 Total with Juvenile Diabetes

300,024 Total with Diabetes Type 1 508,364 Total with Diabetes Type 2

888,213 With Telephone Numbers 79,047 With Email Addresses

The company offers additional selections from its list based on the types of treatments used.

104,080 Avandia 163,785 Glucophage

108,459 Glucotrol 196,370 Insulin

48,939 Insulin Pump 5,324 Insulin - Lantus

164,970 Metformin HCl 86,899 Oral Medication

67,005 Other 153,027 Actos

7,220 Insulin - 1 or 2 times per day 5,792 Insulin - 3+ times per day

1,753 Insulin – Humulin 1,395 Insulin - Novolin

28,681 Uses Oral Medication 43,483 Insulin Injection

Also available are other selections based on non-health characteristics.

Phone Number Age

Income Gender

Presence of Children Marital Status

Education Occupation

Credit Card Homeowner

Geography Key Code

Hotline[[86]](#footnote-86)

The company does not identify sources of the health data for this list, but it is probably safe to assume that the data does not originate with any HIPAA covered entity. Some of the data may come directly from patients who fill out commercial surveys, register at websites, or perhaps from other tracking of Internet activities. Much of the data broker industry is unknown to most consumers. The company’s website, which offers a product aimed at commercial users, does not appear to have a privacy policy.

## C. Big Data and Privacy

Big data presents conflicts with core privacy values. Some of the harder conflicts arise over the core Fair Information Practices (FIPs) principles of collection limits and purpose specification. The discussion that follows seeks to provide a flavor of the ongoing debates. A full treatment of the issues would exceed the scope of this report.

A core privacy principle states that there should be limits to the collection of personal data and any such data should be obtained by lawful and fair means and, where appropriate, with the knowledge or consent of the data subject. Some proponents of big data argue that it may not always be possible to determine in advance whether data would be valuable so that it would be counterproductive to limit data collection.

For example, the PCAST report discusses the difficulty of protecting privacy by controlling the collection of privacy-sensitive data.

It is also true, however, that privacy-sensitive data cannot always be reliably recognized when they are first collected, because the privacy-sensitive elements may be only latent in the data, made visible only by analytics (including those not yet invented), or by fusion with other data sources (including those not yet known). Suppressing the collection of privacy-sensitive data would thus be increasingly difficult, and it would also be increasingly counterproductive, frustrating the development of big data’s socially important and economic benefits.[[87]](#footnote-87)

The slippery slope here is that if the value of data is not always knowable in advance, then all data should be collected and maintained without limit. The privacy community finds that argument unacceptable. It is not enough that the resulting all-inclusive record of personal activities, interests, locations, and more might someday product some useful insights. The political, social, personal, and economic consequences of comprehensive surveillance and recording would not be acceptable. A particular concern to many is the possibility that big data collected for research or for private sector would be used by government to make decisions about individuals (e.g., who can board an airplane, who can stay in the US, who retains eligibility for government programs, etc.). That is the heart of the tension over collection limits. Mark Rothstein observes a similar tension in the research arena, where some see promised big data capabilities as a reason to weaken research ethics rules. Rothstein rejects those pressures.[[88]](#footnote-88)

The Article 29 Data Protection Working Party is an organization of national data protection authorities established under the EU Data Protection Directive.[[89]](#footnote-89) The Article 29 Working Party issued a short opinion in 2014 about the conflicts between big data and privacy. In general, the opinion held the line and conceded little ground to big data pressures, noting that the challenges of big data might at most require “innovative thinking” on how key data protection principles apply in practice. However, the Working Party did not abandon or suggest weakening any privacy principles. In contrast, the Working Party observed that the “benefits to be derived from big data analysis can therefore be reached only under the condition that the corresponding privacy expectations of users are appropriately met and their data protection rights are respected.”

With respect to data collection, the Working Party observed that it “needs to be clear that the rules and principles are applicable to all processing operations, starting with collection in order to ensure a high level of data protection.” In other words, the Working Party rejected the argument that justifies the collection of personal data because the data might possibly be useful someday.

A second privacy principle (“purpose specification”) requires that the purposes for personal data collection should be specified not later than at the time of data collection and the subsequent use limited to the fulfillment of those purposes or such others as are not incompatible with those purposes. Some propose that the purpose specific standard is too limiting in light of the potential of big data, and that the standard should focus instead on the “interests that are served by the use of the collected data.”[[90]](#footnote-90) A focus on uses and on the potential harm to individuals from those uses is a familiar argument from those looking for approaches to privacy different from the traditional Fair Information Practices.[[91]](#footnote-91) A harm test raises a host of definitional problems of its own, and there is considerable ongoing litigation trying to define what harm is and when it deserves compensation. The Federal Trade Commission recently announced a workshop on information harms.[[92]](#footnote-92) One of the problems with a harm standard is that it allows almost any use or disclosure unless the data subject can provide (in a court of law) that a direct economic harm resulted. That can be a very high barrier. A harm standard seems to deny a data subject any rights absent harm.

The Article 29 Working Party found the purpose specification principle still important to data protection.[[93]](#footnote-93) It observed that “in particular, upholding the purpose limitation principle is essential to ensure that companies which have built monopolies or dominant positions before the development of big data technologies hold no undue advantage over newcomers to these markets.” The purpose limitation principle, together with the use limitation principle, set boundaries on how big (or other) data affects privacy interests. The intersection of data with algorithms, artificial intelligence, and analytics is an appropriate focal point for analysis, more so than just the data by itself. The studies cited and quoted here give much attention to the possibility that algorithms and similar tools can have deleterious consequences.

Interestingly, the Working Party viewed privacy as “essential to ensure fair and effective competition between economic players on the relevant markets.” It also noted that EU implementation of comprehensive information systems in the delivery of health services, among other large data systems, occurred under the traditional EU data protection standards. In other words, data protection rules did not interfere with EHRs and similar health sector information systems.

## D. Other Concerns about Big Data

Big data presents both new and familiar types of threats to privacy or to other interests. Any compilation of new data, especially if the data is unregulated health data, may exacerbate existing privacy concerns. The willingness of patients to provide data to the health care system and to participate in research activities can be undermined if more individuals see big data – and especially more unregulated health data – as threatening the protections that exist today. There are many threats to privacy from expanded data activities and new technology, so big data is just another threat on this scale. Whether the benefits of big data are overhyped remains an open question.

One set of concerns is that the creation, collection, and maintenance of more data will undermine the ability to employ de-identified data as an alternative to sharing identifiable PII. Undermining the utility of de-identified data not only affects the privacy of data subjects, but it may make it harder to rely on de-identified data for research and other socially beneficial activities. For example, in a recent letter to the Secretary, NCVHS discussed risks of re-identification posed by longitudinal databases.[[94]](#footnote-94) More data in more databases is another aspect of big data.

The threat of data re-identification arises whether the de-identified data at issue is HIPAA data or unregulated health data. New capabilities to re-identify data may ultimately require adjustments in the HIPAA standards. The unregulated world of data and health data has no standards to adjust.

Another concern has to do with the uses of big data. Put another way, the concern is not so much about the data itself but about the way that business, government, researchers, and others use the data. The focus here is on the analytics fueled by big data. A significant concern is that big data will support inequality and bias.

Approached without care, data mining can reproduce existing patterns of discrimination, inherit the prejudice of prior decision makers, or simply reflect the widespread biases that persist in society. It can even have the perverse result of exacerbating existing inequalities by suggesting that historically disadvantaged groups actually deserve less favorable treatment.[[95]](#footnote-95)

The PCAST report made a similar point about the shortcomings of data analytics and the potential for biased and discriminatory consequences.

Many data analyses yield correlations that might or might not reflect causation. Some data analyses develop imperfect information, either because of limitations of the algorithms, or by the use of biased sampling. Indiscriminate use of these analyses may cause discrimination against individuals or a lack of fairness because of incorrect association with a particular group. In using data analyses, particular care must be taken to protect the privacy of children and other protected groups.[[96]](#footnote-96)

This does not exhaust concerns about big data and privacy.[[97]](#footnote-97) Professor Dennis Hirsch writes about the risks of predictive analytics, an application of big data that seeks correlations in large data sets to learn from past experience to predict the future behavior of individuals in order to drive better decisions. Predictive analytics have many positive and other applications. Hirsch usefully identifies four risks of predictive analytics. The first is a privacy risk. The analysis may identify information about an individual that the individual does not care to share (e.g., pregnancy, political views, sexual orientation). The second risk is a bias risk. Neutral application of analytics may result in discrimination against protected classes. A third risk is error risk. Incorrect or incomplete facts and flawed algorithms can lead to wrong predictions that harm people (e.g., preventing someone from boarding an airplane). The fourth risk is exploitation risk, which is taking advantage of vulnerable people (for example, building a sucker list for use by scammers). This is a helpful framework for thinking about applications of big data and analytics.[[98]](#footnote-98)

## E. Responses to Big Data

For HIPAA data, the Privacy Rule operates to control the flow and use of PHI in big and small quantities. The adequacy of the HIPAA rule is an assumption of this report. Looking just at health data not covered by HIPAA to find possible responses is not a simple task.

There is no consensus about the scope or existence of big data problems, and responses to those problems suffer from the same lack of agreement. There are, however, useful discussions in this arena. A review conducted for the Obama Administration commented on the risks and rewards of big data.

An important finding of this review is that while big data can be used for great social good, it can also be used in ways that perpetrate social harms or render outcomes that have inequitable impacts, even when discrimination is not intended. Small biases have the potential to become cumulative, affecting a wide range of outcomes for certain disadvantaged groups. Society must take steps to guard against these potential harms by ensuring power is appropriately balanced between individuals and institutions, whether between citizen and government, consumer and firm, or employee and business.[[99]](#footnote-99)

Some protections or responses for specific applications may come from existing laws. For example, scholars examined remedies from Title VII of the Civil Rights Act[[100]](#footnote-100) for discriminatory data mining and other activities affecting employment.[[101]](#footnote-101) Where big data analytics activities result in civil rights violations, there may be remedies in existing laws that prohibit discrimination based on protected characteristics such as race, color, sex or gender, religion, age, disability status, national origin, marital status, and genetic information.. A detailed legal analysis is beyond the scope of this report.[[102]](#footnote-102)

The Obama Administration big data report recommended using existing agencies and existing laws to combat discriminatory activities involving big data analytics, although it is not so clear that successor administrations would undertake the same type of responses.

RECOMMENDATION: The federal government’s lead civil rights and consumer Protection agencies, including the Department of Justice, the Federal Trade Commission, the Consumer Financial Protection Bureau, and the Equal Employment Opportunity Commission, should expand their technical expertise to be able to identify practices and outcomes facilitated by big data analytics that have a discriminatory impact on protected classes, and develop a plan for investigating and resolving violations of law in such cases. In assessing the potential concerns to address, the agencies may consider the classes of data, contexts of collection, and segments of the population that warrant particular attention, including for example genomic information or information about people with disabilities.[[103]](#footnote-103)

The same report has other recommendations not immediately relevant here. For example, the report promoted the Obama Administration’s Consumer Bill of Rights, a legislative proposal that received little attention in earlier Congresses and that appear to be nothing more today than an historical footnote.[[104]](#footnote-104) The report also discussed ways to make data resources more widely and more usefully available. Those are not the primary concern here, but better data sharing and better privacy protection can be compatible.

The PCAST report that emerged at the same time and from the same White House offered some other thoughts. It discussed at a high level of generality ways to regulate commerce using data analytics unless the activities are consistent with privacy preferences and community values. The discussion is interesting, but it received scant congressional or other attention.

Big data’s “products of analysis” are created by computer programs that bring together algorithms and data so as to produce something of value. It might be feasible to recognize such programs, or their products, in a legal sense and to regulate their commerce. For example, they might not be allowed to be used in commerce (sold, leased, licensed, and so on) unless they are consistent with individuals’ privacy elections or other expressions of community values (see Sections 4.3 and 4.5.1). Requirements might be imposed on conformity to appropriate standards of provenance, auditability, accuracy, and so on, in the data they use and produce; or that they meaningfully identify who (licensor vs. licensee) is responsible for correcting errors and liable for various types of harm or adverse consequence caused by the product.[[105]](#footnote-105)

Major impediments to any discussion of responses include: 1) a lack of agreement on what is big data and big data analytics; 2) a lack of facts about existing industry or government activities that use big data analytics; 3) a lack of tools to measure discriminatory or other unwelcome consequences; and 4) an absence of generally applicable statutory privacy standards to apply in a new environment.

Taking a slightly different tack, it is useful to consider the recent Report of the Commission on Evidence-Based Policymaking.[[106]](#footnote-106) The Commission did not address big data per se, but its charge was to explore the efficient creation of rigorous evidence as a routine part of government operations and the use of that evidence to construct effective public policy. The report offered recommendations for improving secure, private, and confidential data access. These recommendations overlap in some ways with the objectives for balanced use of big data, and some of the technical discussions and ideas are considered elsewhere in this report. In general, however, the Commission focused on government data, and much PII processed by federal agencies is subject to a privacy law. For unregulated health data, it is the private sector that is the focus of much concern. If implemented, however, some ideas of the Evidence-Based Policymaking Commission may have broader value.

A previous report from HHS covers the same ground as this discussion of big data, including attention to issues of unregulated health data. The Health IT Policy Committee’s (HITPC) Privacy and Security Workgroup issued a report in August 2015 titled HEALTH BIG DATA RECOMMENDATIONS.[[107]](#footnote-107) The recommendations generally point out problems, call for policymakers and others to do better, and support education and voluntary codes of conduct.

The report’s summary of recommendations follows.

**6.1 Address Harm, Including Discrimination Concerns**

• ONC and other federal stakeholders should promote a better understanding by the public of the full scope of the problem – both harm to individuals and communities.

• Policymakers should continue to focus on identifying gaps in legal protections against what are likely to be an evolving set of harms from big data analytics.

• Policymakers should adopt measures that increase transparency about actual health information uses.

• Policymakers should explore ways to increase transparency around use of the algorithms used in big health analytics, perhaps with an approach similar to that used in the Fair Credit Reporting Act (FCRA).

**6.2 Address Uneven Policy Environment**

• Promote Fair Information Practice Principles (FIPPs)-based protections for data outside of HIPAA:

 o Voluntarily adopt self-governance codes of conduct. In order to credibly meet the requirements of both protecting sensitive personal information and enabling its appropriate use. Codes must include transparency, individual access, accountability, and use limitations.

 o U.S. Department of Health and Human Services (HHS), Federal Trade Commission (FTC), and other relevant federal agencies should guide such efforts to more quickly establish dependable “rules of the road” and to ensure their enforceability in order to build trust in the use of health big data.

• Policymakers should evaluate existing laws, regulations, and policies (rules) governing uses of data that contribute to a learning health system to ensure that those rules promote responsible re-use of data to contribute to generalizable knowledge.

• Policymakers should modify rules around research uses of data to incentivize entities to use more privacy-protecting architectures, for example by providing safe harbors for certain behaviors and levels of security.

 • To support individuals’ rights to access their health information, create a “right of access” in entities not covered by HIPAA as part of the voluntary codes of conduct; also revise HIPAA over time to enable it to be effective at protecting health data in the digital age.

 • Educate consumers, healthcare providers, technology vendors, and other stakeholders about the limits of current legal protection; reinforce previous PSWG recommendations.

 o Leverage most recent PSWG recommendations on better educating consumers about privacy and security laws and uses of personal information both within and outside of the HIPAA environment.

**6.3 Protect Health Information by Improving Trust in De-Identification Methodologies and Reducing the Risk of Re-Identification**

• The Office for Civil Rights (OCR) should be a more active “steward” of HIPAA deidentification standards.

 o Conduct ongoing review of methodologies to determine robustness and recommend updates to methodologies and policies.

 o Seek assistance from third-party experts, such as the National Institute of Standards and Technology (NIST).

• Programs should be developed to objectively evaluate statistical methodologies to vet their capacity for reducing risk of re-identification to “very low” in particular contexts.

**6.4 Support Secure Use of Data for Learning**

• Develop voluntary codes of conduct that also address robust security provisions.

• Policymakers should provide incentives for entities to use privacy-enhancing technologies and privacy-protecting technical architectures.

• Public and private sector organizations should educate stakeholders about cybersecurity risks and recommended precautions.

• Leverage recommendations made by the Privacy and Security Tiger Team and endorsed by the HITPC in 2011with respect to the HIPAA Security Rule.

• Public and private sector organizations should educate stakeholders about cybersecurity risks and recommended precautions.

• Leverage recommendations made by the Privacy and Security Tiger Team and endorsed by the HITPC in 2011 with respect to the HIPAA Security Rule.

Other sources of ideas for responses to privacy concerns raised by big data may come from activities in artificial intelligence (AI). Like big data, AI lacks a clear consensus definition.[[108]](#footnote-108) However, big data seems destined to be input to AI.[[109]](#footnote-109) AI expansion is due to better algorithms, increases in networked computing power, and the ability to capture and store massive amounts of data. A recent report from the AI Now Institute at New York University is noteworthy.[[110]](#footnote-110) Many of the topics raised in that report involve substantive applications of AI and the problems that arise.

While privacy is not the focus of the AI report, the report observes that privacy rights represent a “a particular sensitive challenge” for AI applications, especially in health care. Vulnerable populations may face increase risks.[[111]](#footnote-111) The report includes a series of recommendations for government agencies, private companies, and others to address issues relating to lack of transparency, potential bisases from AI applications, more standards, more research, and the need for the development and application of ethical codes. Similar ideas may have some utility for the world of unregulated health information.

# III. Personal devices and the Internet of Things

## A. Introduction

Personal devices and Internet of Things (IoT) devices bring to the table old issues (what is health information?) and new players from outside the health care world (device manufacturers, Internet services, consumer data companies, and others). The number of potential devices (personal or IoT) is enormous and increasing. Personal devices that collect health information include thermometers, pulse oximeters, blood pressure cuffs, clothing, belts, shoes, glasses, watches, activity monitors, cell phones, and many more. Almost any type of appliance, fitness equipment, camera, or other consumer product can become an IoT device with the capability of recording and reporting personal information over the Internet. An IoT device can collect data about activities, weight, health status, food purchases, eating habits, sleeping patterns, sexual activity, reading and viewing habits, and more. Some consumers undertake extensive self-reporting of their activities using devices and app of all types.[[112]](#footnote-112) Considered as a whole, devices can collect a nearly unlimited assortment of data about individuals, and some of that data will be health information of some type. Some personal devices produce patient-generated health data (PGHD) of interest to the health care system, and some will not. Some devices will produce both PGHD and other data at the same time. For some data, determining its relevance to health care may be hard to tell, and today’s answer may change tomorrow. Sorting out the categories returns to the definitional issue for health information.

It is unquestionable that many consumers embrace the use of these devices and that there are significant benefits from their use. A recent report from a public interest group, while acknowledging the promise of mobile and wearable devices, sees health information from those devices entering the growing digital health and marketing systems with the prospect of monetizing the data and the possibility of harms to consumers.

But some of the very features that make mobile and wearable devices so promising also raise serious concerns. Because of their capacity to collect and use large amounts of personal data—and, in particular, sensitive health data—this new generation of digital tools brings with it a host of privacy, security, and other risks. Many of these devices are already being integrated into a growing digital health and marketing ecosystem, which focuses on gathering and monetizing personal and health data in order to influence consumer behavior. As the use of trackers, smart watches, Internet-connected clothing, and other wearables becomes more widespread, and as their functionalities become even more sophisticated, the extent and nature of data collection will be unprecedented. Biosensors will routinely be able to capture not only an individual’s heart rate, body temperature, and movement, but also brain activity, moods, and emotions. These data can, in turn, be combined with personal information from other sources— including health-care providers and drug companies—raising such potential harms as discriminatory profiling, manipulative marketing, and data breaches.[[113]](#footnote-113)

The distinction between HIPAA regulated PHI and unregulated health data helps in sorting some things out. However, the permutations of players and regulations are many, complicated, and multidimensional. For example, Anna Slomovic points out that the integration of devices and apps in wellness programs can result in data flows to device and app makers, analytics companies, and in some cases social networks and marketers.[[114]](#footnote-114) The same may be true for any unregulated health information originating from a device. Once consumer information enters the commercial data ecosystem, the information can end up almost anywhere and often be used for any purpose without time or other limit.

Regardless of the source, any identifiable consumer data that reaches a HIPAA covered entity is PHI and subject to regulation as other HIPAA PHI. That data is outside the scope of this report. If a covered entity sponsors a data collection activity (e.g., by giving a patient a device that reports to the covered entity), the device provider is likely to be a business associate of the covered entity and subject to HIPAA as well. The data remains PHI from source to file in the hands of all covered entities. If the patient also has access to the data (e.g., from the device), the data is not PHI in the hands of the patient. Patients can, of course, use their own health data as they see fit, whether the data is PHI elsewhere or not. Their options include sharing the data with health care providers or with unregulated third parties.

When the device manufacturer or device supporter is not a HIPAA covered entity or a business associate, HIPAA requirements do not attach. Any data produced by the patient and the device is unregulated health information in the hands of a manufacturer or any intermediary. The only applicable privacy protections are likely to derive from a privacy policy (if any) adopted by the device manufacturer, a policy likely to be subject to change by that manufacturer at any time.[[115]](#footnote-115)

The Internet of Things (IoT) refers to the connection of almost any type of device (thermostat, toaster, refrigerator, etc.) can connect to the Internet, where the device can communicate with other devices, systems, or networks. Medical devices, such as infusion pumps, were once standalone instruments that interacted only with the patient or health care provider. These devices now can connect wirelessly to a variety of systems, networks, and other tools within a healthcare delivery organization (HDO) – ultimately contributing to the Internet of Medical Things (IoMT).[[116]](#footnote-116)

Many industries, including healthcare, use or will use IoT facilities to collect data and health data. It seems unquestioned that many IoT devices bring useful capabilities. It also seems unquestioned that IoT allows for intrusive spying on individuals and a new class of security problems. In this regard, the IoT is no different than most information technologies. Personal devices, medical devices, and IoT devices may be somewhat undistinguishable from a privacy policy perspective even if the privacy regulatory rules differ.

There are further complexities here. Imagine a device provided by a covered entity that reports PHI in real time over the Internet to a physician. Properly encrypted data should be protected against intermediaries. If, however, a device does not encrypt data, then the patient’s broadband provider could read data from the device as it passes over from the device, through the patient’s router, and over to the provider’s network. Intercepted data would not be PHI in the hands of the broadband provider.[[117]](#footnote-117) Hackers can easily intercept some data from IoT devices that transmit data over the Internet without encryption.[[118]](#footnote-118) Device data, like other Internet data, is subject to interception in different ways.

## B. Some Sources of Rules and Standards

### 1. Food and Drug Administration

The FDA regulates many but not all medical devices. In the mobile medical app space, for example, the FDA regulates some apps as a medical device. However, even though other mobile apps may meet the definition of a medical device, the FDA exercises enforcement discretion not to regulate them because they pose a lower risk to the public.[[119]](#footnote-119) This leaves three categories of mobile apps that process health information: regulated medical devices, unregulated medical devices, and devices that are not medical devices at all. The resulting patchwork[[120]](#footnote-120) of regulation echoes the way in which HIPAA regulates some health data while other health data remains unregulated. The FDA has a similar approach to medical devices, regulating some and not others.[[121]](#footnote-121)

A device regulated by the Food and Drug Administration is subject to FDA rules and guidance on cybersecurity.[[122]](#footnote-122) If we presume proper cybersecurity, interception of the data is not a concern for a FDA regulated device. Unregulated medical devices and non-medical devices have no applicable rules on cybersecurity. For privacy, however, FDA does not require privacy safeguards and does not have rules or policies establishing standards for collection, use, and disclosure of any class of health information.

### 2. NIST

Researchers at the National Institute for Standards and Technology (NIST), part of the U.S. Department of Commerce, facilitate the development and adoption of standards for medical device communications for healthcare.[[123]](#footnote-123) The standards support interoperability, security, and more. That is just one example of NIST standards relevant to the processing of health information. A HIPAA security website maintained by HHS references ten NIST publications on security matters of interest to HIPAA covered entities.[[124]](#footnote-124) An FAQ states that use of these NIST standards is not a requirement of the security rule.[[125]](#footnote-125) FDA also cites NIST standards as useful (but nonbinding) guidance for medical device manufacturers.[[126]](#footnote-126)

To the extent that NIST standards apply to or are employed in activities of HIPAA covered entities, the data collected, transmitted, and stored pursuant to the standards is PHI. That PHI remains subject to the HIPAA security rule while in the hands of covered entities. It also falls outside the scope of this report. Yet activities of NIST like its ongoing work on the security of infusion pumps may be instructive for IoT devices not subject to HIPAA. At the November 28, 2017 virtual hearing of the NCVHS Privacy, Confidentiality, and Security Subcommittee, Kevin Stine, Chief Applied Cybersecurity Division, NIST’s Information Technology Laboratory discussed how NIST’s resources, standard guides, and practices are frequently voluntarily adopted by non-federal organizations.[[127]](#footnote-127)

Of course, there is no reason why the same technology cannot accomplish similar purposes for unregulated health data. HIPAA Rules have the ability to mandate compliance by covered entities with NIST or other technical standards, but there is no current mechanism that requires others who process unregulated health data through devices or otherwise to conform to security standards or to technical standards.

### 3. Federal Trade Commission

The FTC has broad jurisdiction under its general power to take action against unfair and deceptive trade practices. Many commercial entities engaged in processing health information that is not PHI fall under the FTC’s jurisdiction. However, the FTC has no practical ability to write rules except where Congress expressly directs the Commission to act. Two Commission actions are most relevant here.[[128]](#footnote-128)

First, in 2009, Congress directed the Commission to issue a health breach notification rule for non-HIPAA providers of personal health records (PHR).[[129]](#footnote-129) At the same time, HHS issued a similar rule for PHRs subject to HIPAA.[[130]](#footnote-130) The Commission’s rule applies to foreign and domestic vendors of PHRs, PHR related entities, and third party service providers, irrespective of any jurisdictional tests in the FTC Act.[[131]](#footnote-131) This law and rule illustrate how the Commission can regulate non-HIPAA health information providers and can go beyond the limits in statute that restrict FTC jurisdiction and rulemaking authority. In the years since 2009, and despite the growth in health devices and apps, Congress has shown no interest in directing the Commission to issue additional rules in the health information space.

Second, the FTC produced a tool aimed at for mobile app developers to help determine how federal law applies to their products.[[132]](#footnote-132) FTC developed the tool in cooperation with HHS, ONC, OCR, and FDA. The laws covered are HIPAA, the Federal Food, Drug, and Cosmetic Act, the Federal Trade Commission Act, and the FTC’s Health Breach Notification Rule. The tool includes a link to a document containing the FTC’s Best Practices for Mobile App Developers on privacy and security.[[133]](#footnote-133) The Best Practices document poses a short series of simple questions suggesting issues for mobile app developers to consider when developing app privacy and security policies. There are currently no privacy rules specific to health applications outside of the scope of HIPAA and the FTC Act.[[134]](#footnote-134)

### 4. Industry and Other Standards

Industry standards and self-regulation are a recognized and sometimes controversial[[135]](#footnote-135) way of developing privacy and security standards. Both of these activities typically rely on industry representatives, with little or no meaningful participation by consumer or privacy advocates. Still, industry activities on privacy standards and best practices can be a step in the right direction by calling attention to the need to consider privacy in developing products.

The Future of Privacy Forum (FPF) describes itself as a “nonprofit organization that serves as a catalyst for privacy leadership and scholarship, advancing principled data practices in support of emerging technologies.”[[136]](#footnote-136) FPF proposed best practices for several technologies that raise privacy issues.[[137]](#footnote-137) A 2016 document produced by FPF covers Best Practices for Consumer Wearables & Wellness Apps & Devices.[[138]](#footnote-138)

Assessing the FPF standards is beyond the scope of this report, but the FPF document does address the definitional issue for health information. In an introductory section, the FPF document discusses the difficulty of drawing clear lines between health and lifestyle data, suggesting that treating all health-related personal data the same would be a mistake.

Given the lack of bright lines between sensitive health and non-sensitive lifestyle data, treating all health-related personal data the same would be a mistake. The stringent privacy, security, and safety requirements appropriate for medical devices and medical data would render many commercial fitness devices impractical for everyday consumers. At the same time, it would be a mistake to treat wellness data as if it were generic personal information without any sensitivity. [[139]](#footnote-139)

The FPF document is relevant, but its discussion and standards may lean on the side of industry supporters of FPF, and it is unclear how much weight it deserves. Still, FPF deserves credit for confronting hard issues.

The Consumer Technology Association (formerly the Consumer Electronic Association) is a technology trade association representing the U.S. consumer electronics industry. Its activities include developing technical standards for interoperability of devices and other technical matters. In 2015, it published “Guiding Principles on the Privacy and Security of Personal Wellness Data.”[[140]](#footnote-140) The document is shorter and less detailed than the FPF

The Center for Democracy and Technology (CDT), a public interest group, teamed with Fitbit, a manufacturer of activity trackers, to produce a report offering practical guidance on privacy-protective and ethical internal research procedures at wearable technology companies.[[141]](#footnote-141) The joint report did not propose standards for the day-to-day operations of a fitness tracker company but focused instead on developing “guidelines to preserve the dignity both of employees when they offer their personal data for experiments and for users whose data is involved throughout the R&D process.”[[142]](#footnote-142)

Another potential “standard” that receives more attention today is *Privacy by Design*. The idea behind Privacy by Design is that developers should think about privacy from the beginning and minimize data collection.[[143]](#footnote-143) The notion is sometimes associated with *privacy by default*. While those are welcome ideas generally, Privacy by Design/default typically has little substance or process associated with it other than a general exhortation to pay early attention to traditional approaches to minimize privacy consequences. The broad goals overlap in many ways with fair information practices, but mostly lack their specificity.

A privacy impact assessments (PIA), sometimes called a data protection impact assessment is a process rather than a standard. A PIA is a methodology for assessing the impact on privacy of a project, policy, program, service, product, or other initiative that involves the processing of personal information and, in consultation with stakeholders, for taking remedial action to avoid or minimize negative impacts.[[144]](#footnote-144) The E-Government Act of 2002 requires PIAs of all federal agencies that develop or procure new information technology involving the collection, maintenance, or dissemination of information in identifiable form or that make substantial changes to existing information technology that manages information in identifiable form.[[145]](#footnote-145) There is a similar requirement in the EU’s General Data Protection Regulation applicable to both public and private sector data controllers.[[146]](#footnote-146)

The content of and process for PIAs are variable around the world. The federal agency PIA requirement adds little to the existing requirement under the Privacy Act of 1974 for publication of a system of records notice for most agency collections of personal information.[[147]](#footnote-147) Other types of PIAs in use around the world differ considerably in content, timing, and effectiveness, with little consensus about the best approach.[[148]](#footnote-148) However, PIAs typically have substantive and procedural requirements, something less often found in connection with privacy by design. The notion of a PIA seems well-entrenched today as a privacy process. The jury is still out for Privacy by Design.

## C. Devices in Context

Many different types of devices and device-based functions are in use and it is not possible here to describe the full range of activities. Outside of devices that produce HIPAA PHI, many devices acquired and used by individuals create data that, in addition to any personal uses, likely enter the commercial marketplace for consumer data. This marketplace is largely unregulated for privacy. This section highlights a few device-based activities that illustrate interesting and complex applications in different spheres.

### 1. Wellness Programs

Wellness programs may use a fitness device and offer a useful example of an activity that has the potential to develop non-regulated pools of health data.[[149]](#footnote-149) Some wellness programs create HIPAA PHI. If an employer sponsors a wellness program through a health plan, the program (and the data) will be subject to the HIPAA rules because the plan is a covered entity and the program is a business associate. Participants in a wellness program (or other activity) subject to HIPAA can consent to the sharing of PHI with non-HIPAA entities, and if they do, their information “escapes” from HIPAA rules in the hands of the recipient. Employer access to and use of wellness program data

A wellness program (personal, employer, community, or otherwise) can easily be structured to avoid HIPAA so that no one who obtains health data has HIPAA obligations. Data so collected may be completely free from regulation. Of course, not all wellness program data comes from devices, but mobile devices can be both a data collection mechanism as well as a way to offer analytic results, feedback and recommendations to participants.[[150]](#footnote-150)

Wellness activities in a workplace environment are interesting and different because there are Equal Employment Opportunity Commission rules under both the Americans With Disabilities Act and the Genetic Information Nondiscrimination Act that impose some limits on employer collection and use of health information.[[151]](#footnote-151) Many other activities using devices collect wholly unregulated health information that may be used for a wide variety of commercial purposes.

It is unclear whether employees or others participating in wellness programs understand the nature of any applicable privacy protections or even know of all the entities that obtain their data. The same conclusion is likely for many devices that collect consumer information or health information. Of course, many other devices and websites collect, use, and share other non-health with little actual knowledge by consumers of the scope of the processing of their data.

### 2. Citizen Science

Citizen science is a form of open collaboration in which members of the public participate in scientific research to meet real world goals. Crowdsourcing is a process by which individuals or organizations solicit contributions from a large group of individuals or a group of trusted individuals or experts. These activities occasionally involve the collection of information that might be considered health information. Both citizen science and crowdsourcing are typically noncommercial activities.

An example comes from the Health eHeart study at the University of California San Francisco.[[152]](#footnote-152) The Health eHeart Study is an online study with the goal of stopping the progression of heart disease. Participants fill out surveys, connect mobile devices, and use cell phone apps to provide personal information. Some participants will use special sensors or their smartphone to track record pulse, weight, sleep, activity, behavior, and more. The privacy policy for the study limits data use to research, restricts non-consensual disclosures, and relies on the protections of the HHS certificate of confidentiality program.[[153]](#footnote-153) These are generally appropriate policies for a program of this type, and this study may not be representative of the attention to privacy paid by all citizen science activities.

# IV. Laws in Other Domains

## A. U.S. Privacy Model vs. the EU Privacy Model

Most of the world generally follows the European Union approach to regulating personal information for privacy.[[154]](#footnote-154) The EU approach establishes a set of data protection rules and procedures for personal data that applies broadly to nearly all record keepers.[[155]](#footnote-155) Fair Information Practices form the basis for EU data protection policies. Within the general framework, rules vary in their application depending on circumstances. For example, the rules generally prohibit the processing of health data. However, processing is allowed if one of ten circumstances applies.[[156]](#footnote-156) The circumstances include processing for health care treatment, public health, scientific research, and more. For some types of health care processing, other standards, procedures, or laws may provide an additional set of rules or procedures.

For present purposes, the most important aspect of the EU approach is that rules apply to nearly all record keepers. As health information passes from hand to hand, each data controller remains subject to EU data protection rules. While there may be difference in application of the rules in some instances, basic rules apply to all.

The U.S. approach is different, with some describing it as sectoral. Privacy rules apply to some types of personally identifiable information or to some types of data held by some classes of record keepers. Much PII is subject to no privacy law at all. As regulated PII passes from one record keeper to another, privacy rules rarely follow the records.[[157]](#footnote-157) In some circumstances, a receiving record keeper may be independently subject to the same set of privacy rules that apply to the record keeper disclosing the records. This is somewhat true for HIPAA, where records that pass from covered entity to covered entity are subject to the same HIPAA Rules because all covered entities must follow the HIPAA Rules.

However, when HIPAA records pass from a covered entity to a non-covered entity, either no privacy rules apply to the receiving record keeper or a different set of privacy rules apply. So if a HIPAA covered entity sends a health record to a school, the record in the hands of the school is subject to the Family Educational Rights and Privacy Act (FERPA) and not to HIPAA. If HIPAA records pass to a third party who is not a covered entity (e.g., a public health agency, researcher, law enforcement agency, or national security agency), HIPAA does not apply to the records in the hands of the recipient. If the recipient is a federal agency, the Privacy Act of 1974 will often but not always apply to the records. If the recipient is not a federal agency, no privacy law will apply.

What is important here is that a record containing health data is not always subject to a privacy rule. Much depends on who holds the records. The record may be subject to multiple privacy laws at the same time, or the record may be subject to no privacy protections at all.

For health records that originate with a record keeper other than a HIPAA covered entity, the records may never be subject to any privacy law in the hands of that record keeper. If the records pass from the originator to another record keeper, the records are in most instances free from privacy regulation unless they end up in the hands of a HIPAA covered entity. Thus, a record of the purchase of an over-the-counter drug typically falls under no privacy regulation in the hands of the seller of that drug. If the purchaser reports the purchase to a HIPAA covered entity, the information in the hands of that entity falls under the HIPAA privacy rule. The same information remains unregulated for privacy in the hands of the original seller.

Commercial companies that voluntarily adopt privacy policies can be held to compliance with those policies by the Federal Trade Commission. The FTC has authority to prevent companies that fall within its jurisdiction from engaging in unfair or deceptive trade practices.[[158]](#footnote-158) Not complying with a published privacy policy can be a deceptive trade practice. The FTC has jurisdiction over many commercial entities, but its unfairness and deception authority does not extend to the insurance industry, banks, airlines, non-profits, and state and local governments.[[159]](#footnote-159) Overall, FTC authority extends to roughly half of the economy.

As a practical matter, the FTC does not have the ability to issue general privacy regulations except in those areas where a statute expressly authorizes the Commission to act (e.g., the Children’s Online Privacy Protection Act[[160]](#footnote-160)).[[161]](#footnote-161) The vagueness of the unfair and deceptive practices standard provides little specific direction to anyone seeking to implement privacy protection. FTC case law provides some general guidance, but no rules. The Commission can take stronger action against a company that signed a consent decree in a previous case, but the number of privacy and security cases it brings is relatively small (as compared to the number of cases brought by OCR at HHS). The Commission also issues a variety of advisory materials (e.g., staff reports) that provide guidance to industry.[[162]](#footnote-162) The FTC has a large jurisdiction covering broad issues like consumer protection and antitrust and limited resources. The value of FTC activities in privacy is a controversial matter, and the Commission’s interest in and commitment to privacy varies over time.

## B. Fair Credit Reporting Act and Its Limits

The Fair Credit Reporting Act (FCRA) principally regulates the collection, use, and dissemination of credit reports. The credit reporting industry collects information on consumer activities relevant to creditworthiness. Credit reports do not typically include health information, but they do include information on medical debt.[[163]](#footnote-163) The FCRA restricts the use of credit reports with the main allowable activities (“principal purposes”) relating to employment, insurance, and credit.[[164]](#footnote-164)

The FCRA is of interest here because the pressures of the information marketplace together with new technology undermine the goals of the Act. The law seeks to strike a balance between the legitimate interests of creditors, employers, and insurers in evaluating consumer credit and the need of consumers for fair treatment and transparency. If a creditor uses a credit report and takes an adverse action (e.g., denies a consumer credit), the consumer has rights under the FCRA. These rights include notice and the opportunity to challenge the credit report’s accuracy. The FCRA also imposes obligations on those who furnish information about consumers to credit bureaus.

Today, other information about consumers analyzed and massaged by algorithms can produce the same types of results previously only attainable from regulated credit reports. At least one company claims that if your Facebook friends do not pay their bills on time, then it is likely that you won’t pay your bills on time either.[[165]](#footnote-165) This type of information does not come directly from credit reports, and its use may not create clear rights for consumers denied credit on the basis of information about their friends that was not collected for credit reporting purposes. How would a consumer fight a judgment made on the basis of information about others? The traditional remedies of the FCRA do not match up with the realities of the current marketplace.

The implications for the unregulated world of health data are similar. Like the FCRA, HIPAA gives patients a basket of rights. Both the FCRA and HIPAA implement Fair Information Practices. Under HIPAA, patients can see their health records and protect their own interests. HIPAA covered entities have obligation to consider patient requests for amendment. With the growing availability of non-regulated health data from disparate sources, merchant, marketers, profilers, and others can make increasingly sophisticated judgments about the health of consumers and act on those judgments without any obligation to give consumers any rights with respect to the processing of that data. In many ways, the lack of balance is not different from the types of marketing activities that took place in the middle of the 20th century. Consumers then had little awareness of the mailing list industry and generally had no rights. Today, the amount of data available about individual consumers is much larger and more three dimensional than before. The availability of modeled data is also greater, as is the ability of algorithms to digest all that data and produce results.

One major difference between regulated and non-regulated health data is the interest in accuracy. Health care providers want data about patients that is as accurate as possible. Marketers, on the other hand, can still profit from inaccurate data. For example, a traditional measure for a good response to a commercial mailing is two percent.[[166]](#footnote-166) If only 80% of the individuals sent a catalog actually meet all the criteria for selection, the mailing can still be profitable. If an employer knows that a candidate has a fifty percent chance of having an unwanted characteristic, the employer can simply hire someone else who has a lower chance of that characteristic.

There are more dimensions to the availability of unregulated health information. The Americans with Disabilities Act[[167]](#footnote-167) (ADA) generally prohibits an employer from investigating an employee's medical condition beyond what is necessary to assess that individual’s ability to perform the essential functions of a job or to determine the need for accommodation or time away from work. The ADA says in effect that an employer cannot ask if a prospective employee has diabetes. Looking at the records of a data profiler to determine if that individual is likely to be a diabetic would violate the principle that you cannot do indirectly what you are prohibited from doing directly.[[168]](#footnote-168) Whether an employer who trolled Facebook to investigate job applicants would be “caught” is an open question.

Consider a data company that develops an algorithm that identifies with a reasonable degree of accuracy whether an individual is a diabetic. Using that algorithm to determine if a job applicant is a diabetic would violate the ADA. Now suppose that the algorithm finds several non-health characteristics (purchase of selected food items, use of specific over-the-counter medical products, interest in biofeedback, etc.) that correlate with the likelihood of diabetes. It is somewhat harder to conclude (and much hard to show) that an inquiry about those non-health characteristics violates the law.

A broader point is that the traditional legislative balancing efforts in the United States for the collection and use or personal information are losing touch with the challenges of the modern information technology age. This is a problem for personal data other than unregulated health too. Solutions are hard to find, and debate about the shortcomings of the FCRA in today’s information marketplace is occasional at best. Any proposal that might address non-regulated health data must initially confront the challenging problem of defining what constitutes “health” data.

## C. Other Sources

Other countries wrestle with rules for making health data available while protecting privacy. A recent report from the Organisation for Economic Cooperation and Development (OECD) addresses health data governance, finding significant cross-country differences in data availability and use.[[169]](#footnote-169) The OECD report finds that health data collected by national governments that can be linked and shared are a valuable resource that can be used safely to improve the health outcomes of patients and the quality and performance of health care systems. The report supports the development of privacy-protective uses of personal health data, identifying key data governance mechanisms that maximize benefits to patients and to societies and minimize risks to patient privacy and to public trust and confidence in health care providers and governments.

The report identifies eight key data governance mechanism:

1. The health information system supports the monitoring and improvement of health care quality and system performance, as well as research innovations for better health care and outcomes.

2. The processing and the secondary use of data for public health, research and statistical purposes are permitted, subject to safeguards specified in the legislative framework for data protection.

3. The public are consulted upon and informed about the collection and processing of personal health data.

4. A certification/accreditation process for the processing of health data for research and statistics is implemented.

5. The project approval process is fair and transparent and decision making is supported by an independent, multidisciplinary project review body.

6. Best practices in data de-identification are applied to protect patient data privacy.

7. Best practices in data security and management are applied to reduce re-identification and breach risks.

8. Governance mechanisms are periodically reviewed at an international level to maximise societal benefits and minimise societal risks as new data sources and new technologies are introduced.

Not all of these ideas are new to the US, and they likely reflect consensus goals here as well as in other countries. If there is a fly in this particular ointment for the US, it is that the world of unregulated health information seems beyond the reach of any of these governance mechanisms under existing law. Even if unregulated health data is useful for public health, research, and other beneficial purposes, that data stands outside the rules that guide these activities.

At a September 13, 2017, NCVHC hearing, Fatemeh Khatibloo, a researcher and analyst Forrester Research, discussed the possibility of expanding the scope of HIPAA.

Now, this is only going to get more complicated in the future. Who has familiarity with the case of a gentleman’s pacemaker actually being used to [indict] him for arson? Well, about six weeks ago, a judge decided that was admissible evidence in court. Here we have a situation where you may be sitting in a hospital bed talking to a cardiologist who says, you need a pacemaker to keep you alive. Except that data could be used against you in the future. What do you choose to do? It is not a fair question to ask of a patient.

So we think that there are six ways that we might think about HIPAA in the future. We think that the definition of protected health information should be expanded. It should be expanded to include wellness and behavior data.

But it should be defined by class and the potential for harm and the sensitivity of that data. We think that we should require proportionately appropriate protection and handling of each class of data, not one broad set of data. And we should be limiting the use of sensitive data irrespective of the provider or practitioner. This isn’t about these type of data or the covered entity. This is about the citizen’s rights to have protected data.

We think that all firms that are collecting this PHI and health data should be subject to the same privacy and security standards. Most importantly, we think that we should be providing meaningful control over health care data to the individual, to the person about whom it is related, to whom it is related.[[170]](#footnote-170)

It is clear from her testimony that she supports extending privacy protections to devices and apps that are currently beyond the scope of HIPAA. However, it is less clear how that goal might be accomplished. Aside from the administrative and political barriers that any expansion of HIPAA must overcome, there are policy and conceptual problems. HIPAA Privacy Rules work in the context of health care providers and insurers. The same rules may not work in the same way for other health data processors so that any simple extension of HIPAA may not be practical.

# V. Evolving technologies for privacy and security

For privacy and security, technology is a two-edged sword. Technology can both protect and erode privacy and security, with the same technology doing both things at the same time. An Internet filter can prevent a user from reaching websites loaded with malware, but at a cost of monitoring and recording all Internet activities. A device can track a user’s health status, but it may report on the user’s activities and location. A self-driving car may be a great enabler and convenience, but it may result in the recording of everywhere you go, when, and how often.

Dr. Jeremy Epstein, Deputy Division Director for Computer Network Systems at the National Science Foundation, offered an interesting example about how better methods of identity authentication may have unintended consequences for privacy.

So as an example, there is more going on to put a device on your phone or on your laptop that can authenticate who you are based on your unique heart rate. You don’t have to identify yourself, or you don’t have to provide a password or anything like that. Basically, your heart rate is enough. That is not what we typically think of as an authenticator. We typically think of passwords and fingerprints and stuff like that.

The more accurate that heart rate monitor is, and these are talking about using just an ordinary cell phone or similar device to be able to do that. The more accurate they are, the better they are from a security perspective, but the greater the risk from a privacy perspective. Similarly, people are doing things with brainwaves for authentication.[[171]](#footnote-171)

Technological consequences, both intended and unintended, need to be assessed for their secondary effects on privacy. The Brandeis program at the Defense Advanced Research Projects Agency (DARPA) looks for technology that will support both privacy and the use data sharing at the same time.

The Brandeis program seeks to develop the technical means to protect the private and proprietary information of individuals and enterprises. The vision of the Brandeis program is to break the tension between: (a) maintaining privacy and (b) being able to tap into the huge value of data. Rather than having to balance between them, Brandeis aims to build a third option – enabling safe and predictable sharing of data in which privacy is preserved.[[172]](#footnote-172)

Given the limits of this report, technologies within the health care system regulated under HIPAA Rules are not of primary interest. Yet, technology applications will not reflect or respect HIPAA boundaries. The same technology regulated for privacy and security in one context will lack any controls in another context. Given that the world of unregulated health data is, of course, unregulated, it is difficult from a policy perspective to consider restraints, controls, or management of technology under current rules. One can, however, observe events and developments and hope to influence them or their adoption in some useful way.

Technology also makes some things harder. Nicole Gardner, Vice President of IBM’s Services Group, testified at the September 13, 2017, hearing, about how IoT turns data that previously was mostly static into data that is in motion most of the time.

There are a lot of other questions about data because data is not actually a static thing. So when we talk about transactions, and we talk about transmitting information from one place to another in a kind of traditional way from one system to another over a third party telecommunications environment, we are talking about data that is generally at rest and in motion for just a little while.

But when you add in the Internet of Things, data all of a sudden becomes in motion most of the time. So there are no governance structures or policies or frameworks or agreements or legal boundaries or anything around data in motion. And the more that the volume increases, and the more we become living in a world of the Internet of Things, the more data in motion is going to become interesting and more of a challenge.[[173]](#footnote-173)

It seems apparent that the privacy challenges of IoT and even more data in motion become that much greater.

The focus in this section is on current technologies in the context of unregulated health information activities and in conjunction with a discussion of policy problems that technology raises. This is a sample and by no means a complete review of current technologies or policies. A better source on statistical technologies is a recent report from the National Academy of Sciences which, while focused on federal statistics, reviews issues relating to privacy and technology to support better uses of data.[[174]](#footnote-174) The report includes a recommendation that federal agencies should adopt privacy-preserving and privacy-enhancing technologies.[[175]](#footnote-175) The report also concludes that better privacy protections can potentially enable the use of private-sector data for federal statistics.[[176]](#footnote-176)

The notion that evolving technologies can protect privacy while making greater use of personal data may be just as applicable to the private sector and to unregulated health information in the hands of private-sector entities. However, a mechanism that would encourage or require use of those technologies by private-sector companies is not immediately apparent.

## A. Applied technologies can get complicated quickly

The actual technology behind any particular device or methodology can be simple or complex in conception. A drone is a sensor in the sky that collects and reports pictures and data. That is a simple concept that can be understood by most without knowing any of the engineering details. A blockchain is a shared and distributed database with multiple identical copies, no central ownership, and management by a consensus of network participants who work together using cryptography to decide what can be added to the database.[[177]](#footnote-177) Even if you clearly understand the basic idea of a blockchain, it is not so easy to understand how to employ blockchain technology in a health context.

Here is a basic and simple description of a blockchain application for medications. It is not that simple to follow the details, even at a high-level of abstraction.

One of the first use cases that typically pop up when discussing blockchain and health care is data exchange. Take medication prescribing as an example. A patient’s medications are frequently prescribed and filled by different entities — hospitals, provider offices, pharmacies, etc. Each one maintains its own “source of truth” of medications for a patient, frequently with outdated or simply wrong information. As a result, providers in different networks, or on different EHRs, may not see one another’s prescriptions. Additionally, electronic prescriptions must be directed to specific pharmacies, and paper prescriptions can be duplicated or lost.

To counter these difficulties, a medication prescription blockchain could be a shared source of truth. Every prescription event would be known and shared by those authorized to see it. This would allow, for example, prescriptions to be written electronically without specifying a pharmacy, or prescriptions to be partially filled (and “fully” filled at a later date, by a different pharmacy). Since the blockchain would be the source of truth, each pharmacy would see all events surrounding that prescription — and could act accordingly. Most importantly, all health care providers could have an immediate view into a patient’s current medications, ensuring accuracy and fidelity.[[178]](#footnote-178)

Nicole Gardner, Vice President of IBM’s Services Group, testified at the September 13, 2017, hearing that IBM thought blockchain was so important that it formed an entire division around the use of Blockchain in the world of security and privacy.[[179]](#footnote-179) There is clearly much potential for blockchain application.

Implementing blockchain in the health care system with regulated health information in an environment with hundreds of thousands of health care providers, thousands of pharmacies, hundreds of oversight agencies, and hundreds of millions of patients would obviously be challenging, expensive, and take time. Implementing blockchain for a narrow part of the healthcare system (e.g., prescription drugs) will be easier than implementing a blockchain for the entire health care system. The basic notion of an electronic health record (EHR) is much simpler conceptually than a blockchain, but the implementation of EHRs has not been simple and has not achieved many of the intended objectives. Explaining blockchain to everyone who would need to understand it (including patients) would be difficult, to say the least. Much of the technological details can be hidden from patient view, but some of the promised benefits require patient involvement.

This is not to suggest that blockchain has no potential uses in health care.[[180]](#footnote-180) Blockchain is the subject of attention from the regulated health care world. In 2016, the Office of the National Coordinator at HHS conducted a contest seeking papers suggesting new uses for Blockchain to protect and exchange electronic health information. The contest attracted more than 70 papers.[[181]](#footnote-181) That activity takes place in the world of regulated health data.

At the NCVHS hearing, Dr. Jeremy Epstein, Deputy Division Director for Computer Network Systems at the National Science Foundation, offered an interesting observation and caution about the current enthusiasm for blockchain.

I wanted to comment about Blockchain for a second, if I may. When all you have is a hammer, everything looks like a nail, and I think that is where we are at with Blockchain today. People are using Blockchain to solve all the world’s problems just because that is the hammer they have.[[182]](#footnote-182)

In the world of unregulated health data, the challenge is greater. In the regulated health care system, patients, providers, and other participants know most of the players and likely have some sense of the flow of information. That knowledge is far from universal or perfect, of course. For example, many business associates are invisible to most patients.

When we consider unregulated health data, the number of categories of players is large and not completely known outside narrow industries. A 2007 NCVHS report identified health care entities not covered by HIPAA (cosmetic medicine services, occupational health clinics, fitness clubs, home testing laboratories, massage therapists, nutritional counselors, “alternative” medicine practitioners, and urgent care facilities.).[[183]](#footnote-183) A privacy advocacy group identified others not covered by HIPAA.

These include gyms, medical and fitness apps and devices not offered by covered entities, health websites not offered by covered entities, Internet search engines, life and casualty insurers, Medical Information Bureau, employers (but this one is complicated), worker’s compensation insurers, banks, credit bureaus, credit card companies. many health researchers, National Institutes of Health, cosmetic medicine services, transit companies, hunting and fishing license agencies, occupational health clinics, fitness clubs, home testing laboratories, massage therapists, nutritional counselors, alternative medicine practitioners, disease advocacy groups, marketers of non-prescription health products and foods, and some urgent care facilities.[[184]](#footnote-184)

Further, the current online advertising environment that developed over the last decade brings in another set of players who traffic in health information from time to time. This group includes advertisers, ad agencies, demand side platforms and supply side platforms, publishers, and others.[[185]](#footnote-185) These companies and their functions are largely unknown to consumers.

In addition, another industry largely unknown to consumers includes data brokers and profilers that collect consumer information (including health information). The title of a May 2014 Federal Trade Commission report underscores the point about the invisibility of the data broker industry: *Data Brokers: A Call For Transparency and Accountability: A Report of the Federal Trade Commission*.[[186]](#footnote-186)

How would a technology like blockchain apply to unregulated health information and offer protections to consumers? That is a difficult question to answer. Whether blockchain could actually and effectively provide consumers better control over third party uses of their personal information is an unaddressed matter. The commercial data environment involves considerable amounts of invisible or nonconsensual data collection and has little room for consumer involvement. Data collection can be the product of consumer activities and transactions; nontransparent tracking of consumer conduct on the Internet or otherwise; modeled data and data derived from algorithms; and in other ways. Many of the companies that collect this data would likely resist meaningful consumer involvement. Given the lack of regulatory authority over the industry, it is hard to envision a path that might lead to a privacy protecting blockchain application that would attract interest from the consumer data industry. The industry benefits today from the lack of consumer notice, involvement, and control. From the industry’s perspective, blockchain’s ability to give data subject some role in the use of their information might be characterized as a solution to something that the industry does not consider to be a problem.

The general problem of finding new technologies that offer the promise of privacy protection and that could be adopted in the unregulated world of consumer data is difficult. Technology may be as much of a threat to personal privacy as a protection.

## B. Technologies can spark technical controversies

Differential privacy offers a way to use data that gives a strong (but not absolute) guarantee that the presence or absence of an individual in a dataset will not significantly affect the final output of an algorithm analyzing that dataset. Here is a more detailed description.

Differential privacy is a rigorous mathematical definition of privacy. In the simplest setting, consider an algorithm that analyzes a dataset and computes statistics about it (such as the data's mean, variance, median, mode, etc.). Such an algorithm is said to be differentially private if by looking at the output, one cannot tell whether any individual's data was included in the original dataset or not. In other words, the guarantee of a differentially private algorithm is that its behavior hardly changes when a single individual joins or leaves the dataset -- anything the algorithm might output on a database containing some individual's information is almost as likely to have come from a database without that individual's information. Most notably, this guarantee holds for any individual and any dataset. Therefore, regardless of how eccentric any single individual's details are, and regardless of the details of anyone else in the database, the guarantee of differential privacy still holds. This gives a formal guarantee that individual-level information about participants in the database is not leaked.[[187]](#footnote-187)

In some applications involving health data, differential privacy has utility. For example, one identified application is cohort identification, an activity that involves querying a patient database to identify potential recruits for a clinical trial.[[188]](#footnote-188) There are more applications in health and other areas. Evaluating the technology or its possible health applications is not the point here.

The actual degree of privacy protection when using differential privacy depends on choices made when constructing the data set.[[189]](#footnote-189) There are tradeoffs between privacy and accuracy. One researcher describes how *differentially private* does not actually mean private and that it may be necessary to know more than the label.

Given recent publicity around differential privacy, we may soon see differential privacy incorporated as part of commercial data masking or data anonymization solutions. It is important to remember that "differentially private" doesn't always mean "actually private" and to make sure you understand what your data anonymization vendor is really offering.[[190]](#footnote-190)

This begins to hint at the controversy. While differential privacy receives attention and increasing use, critics argue that “differential privacy will usually produce either very wrong research results or very useless privacy protections.”[[191]](#footnote-191) These critics have their critics. One wrote of the just quoted article that it “has a long procession of factually inaccurate statements, reflecting what appears to be the authors' fundamental lack of familiarity with probability and statistics.”[[192]](#footnote-192) These disagreements among experts can be impossible for policy makers to resolve and can make it difficult to make choices about the use of new technologies.

Outside of the HIPAA world, differential privacy has uses that may address some consumer privacy concerns, and disputes arise here as well. Apple uses differential privacy to allow it to mine user data while protecting user privacy. Researchers question the implementation of differential privacy that Apple chose to use and whether it protects privacy as well as it could.[[193]](#footnote-193) Apple disputes the researcher’s conclusions.[[194]](#footnote-194) Most Apple customers probably cannot evaluate the controversy and decide if Apple’s protections are adequate.

The challenge of evaluating technologies is not impossible in all cases. It may take time and, perhaps, consensus standards before we can agree on evaluating differential privacy applications for their actual degree of privacy protection. In the unregulated world of consumer data, it may be difficult to explain differential privacy to consumers no matter the context. It is also noteworthy that differential privacy at best provides a degree of privacy protections for limited applications. It does not address all aspects of privacy. One can easily foresee some companies promoting and misrepresenting their use of differential privacy or other technologies as protecting the interests of consumers. Consumers may have no way to evaluate these claims, which may be the point of the promotion.

From a policy perspective, a lesson is that it can be hard to evaluate technologies quickly or without expert assistance. Whether there would be any significant use of differential privacy in the commercial arena remains to be seen, and it is equally unknown whether those applications would truly help data subjects. A mechanism that would require or encourage greater use in that arena of differential privacy or other new technology is not readily apparent in the current environment.

The same analysis may apply in roughly the same way to any other new technology that seeks to protect privacy. Encryption promotes privacy, but there are many controversies about the adequacy of encryption methods that mere mortals cannot evaluate. The next section offers an example.

## C. Using technology to hide data linkage

The value of encryption for protecting privacy and security is too well established to need explanation.[[195]](#footnote-195) There is much to debate on the actual value of any given encryption method and on the implementation of the technology. As with the differential privacy, some of the more technical encryption issues come down to battles among experts.

In the unregulated world of consumer data, encryption in the form of hashing (a cryptographic function that masks the information being hashed) can be used to protect privacy and allow “de-identified” consumer profiling. A phone number properly hashed cannot be reconstructed from the output of the function. This can allow consumer data companies to claim that data is anonymous. In theory, a hashed record cannot be linked with other data.

Whether this use of encryption is meaningful can vary not so much on the strength of the hashing algorithm but on other factors. One analyst reports that different companies may use the same hashing function to anonymize a phone number or email address. The result is that two disparate records held by separate companies can be linked because each company’s hash produces an identical result. The effect is that “even though each of the tracking services involved might only know a part of someone’s profile information, companies can follow and interact with people at an individual level across services, platforms, and devices.”[[196]](#footnote-196) Any claim that records are anonymized may be disingenuous at best.

A recent NCVHS letter to the Secretary acknowledged the risks of re-identification of data de-identified under the HIPAA Safe Harbor method.[[197]](#footnote-197) The concern expressed in that letter was not precisely the same as discussed above, but the broad concerns are the same. Data supposedly de-identified can be subject to re-identification even when the methods used comply with official rules. In its recommendations, NCVHS pointed to non-technical means for bolstering de-identification.

Recommendation 2: HHS should develop guidance to illustrate and reinforce how the range of mechanisms in the Privacy Rule, such as data sharing agreements, business associate agreements, consent and authorization practices, encryption, security, and breach detection, are used to bolster the management of de-identified data in the protection of privacy. Particular attention should be directed at the way in which business associate agreements should address obligations regarding de-identification and the management of de-identified datasets.[[198]](#footnote-198)

There is no current process that requires unregulated users of health information to undertake any measures that would support effective use of de-identification methods. Further, for many commercial uses of health information, de-identification would undermine the value of the data to consumer data companies.

## D. Non-Technological Protections

Technological methods for sharing data while protecting privacy have great promise. It is important, however, to remember that “old-fashioned” devices like data use agreements (DUAs), contracts, and the like can also support data sharing while keeping both those who disclose data and those who receive data accountable for their actions. Many examples of data use agreements exist, and the Centers for Medicare and Medicaid Services at HHS makes widespread use of DUAs.[[199]](#footnote-199) Under the Computer Matching and Privacy Protection Act of 1988 (an amendment to the Privacy Act of 1974), computer matching agreements regulate the sharing of personal information among federal agencies and between federal agencies and states.[[200]](#footnote-200) The National Academy of Science report on innovations in federal statistics includes a discussion of administrative measures that protect data while protecting privacy.[[201]](#footnote-201)

It is a given that there are many uncertainties and controversies about the scope of privacy as a public policy concern and a lack of clear consensus about the best ways to balance privacy against other interests. It is not necessary to resolve all of these conflicts at once. Processes that address issues in a formal way can be valuable. So DUAs usefully define rights and obligations in narrow areas. While technology holds much promise, it is not the only source of solutions.

In theory, non-technological protections might have application to unregulated health information. However, the motivation to use these measures may be absent with those seeking to make commercial use of health information.

# VI. Evolving Consumer Attitudes

Fairly assessing consumer attitudes on privacy and on health information privacy is hard. Consumers say one thing about privacy but their actions may not be consistent with their stated opinions. This is sometimes called the privacy paradox, and it is a common starting point in discussions about consumers and privacy. The privacy paradox is that consumers say that they are concerned about privacy, but their actions suggest that they do not actually care that much about privacy in the end. Discussions about the privacy paradox often focus more on online behavior, possibly because evidence and experiments are more easily collected in the online environment.

Experiments to measure consumer attitudes and actions do not report consistent results. Polls can show whatever result the pollster chooses to achieve. Industry points to lack of use of privacy tools by consumers, but the tools can be difficult to find, use, and maintain. The problem is not made any easier by a lack of agreement on just what privacy means.

Another common observation is that that consumers favor convenience over privacy. Consumer acceptance and use of social media is evidence that they happily share some personal information with others and do not act to stop monitoring of their activities. On the other hand, how consumers use social media suggests that many users actively control what they do and what they disclose even while they share other information.[[202]](#footnote-202)

While not a direct measure of consumer concern about privacy, the use of ad blockers on the Internet continues to increase. A 2016 assessment found that almost 70 million American using ad blockers on desktops or laptops, and over 20 million using blockers on mobile devices.[[203]](#footnote-203) Further increases appear likely.

Experiments measuring consumer behavior appear to obtain conflicting results. One experiment involving shopping showed that consumers tended to purchase from online retailers who better protected privacy, including paying a premium for privacy protections.[[204]](#footnote-204) A different experiment involving MIT students and a Bitcoin wallet sought to measure whether the students wanted to disclose contact details of friends; whether they wanted to maximize the privacy of their transactions from the public, a commercial intermediary, or the government; and whether they would take additional actions to protect transaction privacy when using Bitcoin. The results found that the participants at multiple points in the process made choices inconsistent with their stated preferences.[[205]](#footnote-205)

These are just two of many experiments. The second offers additional insights. The authors suggest that 1) small incentives (e.g., pizza for students) may explain why people who say they care about privacy relinquish private data easily; 2) small navigation costs have a tangible effect on how privacy-protective consumers' choices are often in contrast with stated preferences about privacy; 3) the introduction of irrelevant, but reassuring information about privacy protection makes consumers less likely to avoid surveillance, regardless of their stated preferences towards privacy.[[206]](#footnote-206) Other research supports the last point. A poll conducted a few years ago found that consumers overvalue the presence of a website privacy policy and assume that websites with a “privacy policy” have strong, default rules to protect personal data.[[207]](#footnote-207)

Another relevant aspect of conflicting consumer desires relates to the tradeoff between privacy and personalization. Polling suggests that consumer want both privacy and personalization.[[208]](#footnote-208) Cass Sunstein, a well known legal scholar, writes about the benefits and consequences, concluding that trusted choice architects can produce better balanced results.

In principle, personalized default rules could be designed for every individual in the relevant population. Collection of the information that would allow accurate personalization might be burdensome and expensive, and might also raise serious questions about privacy. But at least when choice architects can be trusted, personalized default rules offer most (not all) of the advantages of active choosing without the disadvantages.[[209]](#footnote-209)

On the other hand, Shoshana Zuboff, Harvard University Berkman Center, views what she calls “surveillance capitalism” with more concern.

It is constituted by unexpected and often illegible mechanisms of extraction, commodification, and control that effectively exile persons from their own behavior while producing new markets of behavioral prediction and modification. Surveillance capitalism challenges democratic norms and departs in key ways from the centuries long evolution of market capitalism.[[210]](#footnote-210)

One obvious concern here is that better personalization may need *more* PII. At the bottom of the personalization slippery slope is a justification for the collection and use of every available scrap of data about every individual in order to provide more nuanced products, services, and advertising. The trail here also leads to concerns about discrimination, stereotyping, and personalized pricing. These debates, while important, are beyond the scope of this report.

Another general concern is that information collected by private sector data controllers then becomes available to governments, private litigants, and others for making decisions about the data subject far removed from the original purpose of collection. For example, it is possible that a consumer’s transactions and activities could lead to the addition of the consumer’s name to a No-Fly-List. Overall, the “proper” balance between personalization and privacy remains a very open subject.

Privacy management is another aspect of privacy that now receives some attention. From a consumer perspective, privacy management refers to the time and effort needed to read and understand privacy notices and to exercise choices about use and disclosure of PII by third parties when choices are available. For an average consumer, it may be somewhat challenging to read and understand the ever-changing privacy policies for a website like Facebook. However, doing the same for the dozens or hundreds or thousands of websites that collect PII about the consumer is impossible. Many companies that collect PII are invisible and unknown to consumers. Lorrie Cranor, a Professor in the School of Computer Science and the Engineering and Public Policy Department at Carnegie Mellon University, calculated almost ten years that it would take an average consumer approximately 244 hours a year to read all relevant privacy policies.[[211]](#footnote-211) If recalculated today, that number would be higher. The challenges of managing privacy may be a contributing factor to Joseph Turow’s finding cited above that Americans are resigned to the lack of control over data and feel powerless to stop its exploitation.

In the end, it is unclear what type of privacy protections consumers want and what actions consumers will take to protect their privacy. There is evidence to be found on all sides.

Looking more narrowly at health privacy, results still show ambiguity. Are Americans concerned about health privacy? In a 2005 poll, 67% were somewhat or very concerned about the privacy of their personal medical records.[[212]](#footnote-212) In a 2014 poll, 16 percent of respondents have privacy concerns regarding health records held by their health insurer; 14 percent have concerns about records held by their hospital; 11 percent with records held by their physician; and 10 percent with records held by their employer.[[213]](#footnote-213) It is difficult to reconcile these two results, although the wording of the questions may account for the disparity.

While many showed relative indifference to privacy in the 2014 poll, in another poll consumers seemed to have a different view when it came to sharing records for research. When asked about willingness to share your health information with healthcare researchers anonymously, 53% said yes and 46 percent said no. The substantial minority that would not agree to *anonymous* data sharing seems hard to square with the general lack of concern about privacy of health records, although the two different questions asked about different aspects of health privacy.

Over the years, pollsters conducted many other polls about consumer views on health privacy. A 2009 Institute of Medicine report summarizes much of the polling.[[214]](#footnote-214) One interesting point that appears to be consistent in polls is that while patients support health research, a majority prefers to be consulted before their information is available for research. This is true even if researchers receive no identifying information.[[215]](#footnote-215) Thus, a headline that reports “Most Americans Would Share Health Data For Research” may be misleading because the poll only measured willingness to share anonymous records.[[216]](#footnote-216) For health research that requires longitudinal linking of patient records over time and place, the availability of only anonymous records makes the research difficult or impossible.

There are other vaguer measures of popular interest in privacy. One measure comes from the media, where privacy stories of all types are commonplace. Privacy breaches and other more dramatic threats to privacy certainly attract media attention, although breaches are so ordinary that only large ones seem newsworthy. The 2017 Equifax data breach that affected more than 100 million individuals received long and detailed coverage in the press[[217]](#footnote-217) as well as responses from legislators.

Another measure of popular interest is the passage of privacy legislation at the state level. In the two decades, a large number of privacy bills passed in the states, even if federal action was minimal. In particular, data breaches and the increased incidence of identity theft contributed to the passage of privacy legislation in most states.

On the other side, other privacy-affecting activities of companies appear to generate lesser degrees of attention, and consumer responses vary from occasional active reaction to more common indifference. The inconsistency of consumer response seems to be true for many routine consumer data activities, including unregulated health data. The lack of response may be due to ignorance.

In the end, it seems to be the case that anyone can find at least some support for any conclusion on consumer attitudes toward privacy.
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