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Call to Order/Roll Call

Rebecca Hines: Good morning everybody. Welcome to the National Committee on Vital and Health
Statistics, the advisory body to the HHS secretary. This is day two of our Spring Meeting. Welcome back
to those of you who were with us yesterday, members of the public, and again, a warm welcome to our
members. Thank you very much for your service. Yesterday was a fabulous meeting. | thought it went
very well for our first virtual Zoom committee meeting.

| wanted to pause before taking roll call and just say this morning | read this article in the Times by a
deputy editor. She wrote an article called “What | Learned When My Husband Got Sick With
Coronavirus”. It really brought it home that while we are sitting here meeting, she said it is very surreal
to be in this world of panic and constantly deciding whether or not her husband is ready for the hospital,
while we are carrying on. It is just something to bear in mind during this truly unprecedented time.

She is a beautiful writer. Very compelling. Anyway, | just want to point you to that piece.

Now on with our business. We are fortunate that we can all continue, that we are all well. My name is
Rebecca Hines, | am the executive secretary and designated federal officer. Let us go to our chair to
begin. Bill Stead.

Bill Stead: | am Bill Stead, Vanderbilt University Medical Center, Chair of the Full Committee, no
conflicts.

Rebecca Hines: Denise Chrysler.

Denise Chrysler: | am Denise Chrysler. | am on the Full Committee, on the Privacy, Confidentiality and
Security Subcommittee, and | have no conflicts.

Rebecca Hines: Lee Cornelius.

Lee Cornelius: | am Lee Cornelius. | am at the University of Georgia. On the Full Committee, Population
Health Subcommittee, and | have no conflicts.

Rebecca Hines: Nick Coussoule.

Nick Coussoule: Nick Coussoule, Blue Cross/Blue Shield of Tennessee, member of the Full Committee,
Standards Subcommittee, Privacy, Security and Confidentiality Subcommittee, and | have no conflicts.

Rebecca Hines: Melissa Goldstein.

Melissa Goldstein: Good morning. | am Melissa Goldstein. | am a professor at George Washington
University. | am on the Full Committee and the Privacy, Confidentiality and Security Committee, and |
have no conflicts.

Rebecca Hines: Alix Goss.

Alix Goss: Good morning. | am Alix Goss with Imprado, the consulting division of DynaVet Solutions. | am
a member of the Full Committee, a member of the Executive Subcommittee, Co-chair of the Standards
Subcommittee, and Review Committee. | have no conflicts but did just want to note my involvement
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with the FHIR at Scale Task Force. We will be having a presentation on that later today. | am not only a
Tiger Team co-lead for Directory Version and Scale Architecture, | am also on the Steering Committee.

Rebecca Hines: Thank you, Alix. Rich Landen.

Rich Landen: Good morning, Rich Landen, Florida, member, Full Committee, member, Executive
Subcommittee, Co-Chair Standards Subcommittee, no conflicts.

Rebecca Hines: Denise Love.

Denise Love: Denise Love, consultant to National Association of Health Data organizations. Member of
the Full Committee, member of the Standards Subcommittee, no conflicts.

Rebecca Hines: Vickie Mays.

Vickie Mays: Vickie Mays, University of California, Los Angeles. | am a member of the Full Committee,
Population Health, Privacy and the Review Committee on Standards, and | have no conflicts.

Rebecca Hines: Jacki Monson.

Jacki Monson: Good morning. Jacki Monson, Sutter health, member of the Full Committee, member of
the Subcommittee on Privacy, Security and Confidentiality, no conflicts.

Rebecca Hines: Frank Pasquale.

Frank Pasquale: Frank Pasquale. Member of the Full Committee and Co-Chair of the Subcommittee on
Privacy, Confidentiality and Security, no conflicts.

Rebecca Hines: Margaret Skurka.

Margaret Skurka: Margaret Skurka. | am a member of the Full Committee. | am a member of the
Standards Subcommittee and | have no conflicts.

Rebecca Hines: Debra Strickland.

Debra Strickland: Hi, | am Debra Strickland, Conduent. | am a member of the Full Committee, member of
the Standards Subcommittee and | have no conflicts.

Rebecca Hines: And the executive staff director Sharon Arnold is not with us today, with the Assistant
Secretary for Planning and Evaluations Office. We have some other lead staff, Rachel Seeger. Do you
want to say good morning?

Rachel Seeger: Good morning. Rachel Seeger, HHS Office for Civil Rights. Thank you.

Rebecca Hines: and Rachel is our lead staff for the Subcommittee on Privacy, Confidentiality and
Security. And on Standards, Lorraine.

Lorraine Doo: Good morning. This is Lorraine Doo, currently with the Health Informatics Office at CMS.
Lead staff to Standards Subcommittee.
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Rebecca Hines: Very good. | believe that is roll call and we have a quorum. | will turn it back over to you,
Bill.

Welcome Remarks/Agenda Review

Bill Stead: Thank you Rebecca. Let me just one second, thank Rebecca for her context-setting originally
at the start of the morning. We are really living in unusual times and | am grateful that people are
making the time to do this work while we try to stay well, take care of our families, and deal with the
crisis in the health system.

Just briefly review the agenda, the bulk of the morning is going to be focused on — actually the whole
morning, is going to be focused on the work of the Privacy, Security, Confidentiality Subcommittee. We
are going to start with a overview of the NIST Privacy Framework. Then an update on Safeguarding the
Bioeconomy. Then the working block with the Subcommittee on Privacy, Confidentiality and Security on
their options and alternatives for their workplan going forward.

Then after lunch we will have an update on the FHIR Scale Task Force, that Alix mentioned. We will close
by walking through our workplan and making any edits we want to make based on what we have
learned over the course of these two days.

So that is the plan. Did | miss anything Rebecca?
Rebecca Hines: That sounds right.

Bill Stead: Any questions? Seeing no hands comes. It is my privilege to introduce Naomi Lefkovitz. Thank
you for being up to help us this morning. She is the Senior Privacy Policy Advisor for the National
Institute of Standards and Technology and she is going to provide an overview of the NIST Privacy
Framework. | have at least, found that Framework to be extraordinarily helpful, particularly the way that
it shows the intersection with the Cybersecurity Framework and how they work together.

Welcome, Naomi.
NIST Privacy Framework

Naomi Lefkovitz: Thank you and thank you for having me. So let us get started. | am very happy to talk
about the framework, just to give you a little bit of background about the development so that you
understand sort of the posture that we developed it under. It sounds like you are also — that people are
hopefully generally with the Cybersecurity Framework.

In about, | think like the summer of 2018, we were getting some inquiries from industry and the
Administration. Given the landscape of privacy and the new regulations coming out both in GDPR and
California and so forth, as well as some various major privacy incidents in the news, there were some
questions about given what NIST did with the Cybersecurity Framework, whether we could do
something similar for privacy. So that really launched us on the development process.

Since it was going to be a voluntary tool and NIST, as everyone probably knows, is non-regulatory, we
thought that at the very least the Cybersecurity Framework showed us a path or model for a
development process that was very collaborative with stakeholders, very open and transparent with the
hopes that when you run a process like that then you actually are meeting the needs of the stakeholders
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in terms of developing a tool that they will want to use at the end of that process. So that was our initial
goal, to at least model the process after the Cybersecurity Framework but, similarly, to go into that with
a very open mind about what the product would be at the end.

Like the Cybersecurity Framework, we had a request for information and various public workshops and
webinars, and over the past year -- mostly in 2019 -- we went through various draft iterations, and the
result is Version 1.0 which we released January 16™. | just wanted to give you a little sense of that
process so you could understand how we got to this voluntary tool.

This being a voluntary tool, the value proposition is very important. Why would anybody pick this up? So
this is the message that we honed with stakeholders over the year and is in the Executive Summary.

First and foremost, we really see this as a tool to help organizations manage privacy risk, and so it is
really about building customer trust through supporting organizations to be able to engage in ethical
decision-making to optimize beneficial uses of data while minimizing adverse consequences to people or
even society as a whole.

That said, we certainly understand that privacy exists increasingly in a very regulated environment, and
so we see the framework as being able to help organizations fulfill their current compliance obligations.
By that we don’t mean that just complying with the Privacy Framework is going to equal compliance
with any particular law or regulation you might be subject to, but rather, we see the framework as sort
of providing the building blocks in policies and the capabilities that you might need to demonstrate how
you’re fulfilling particular legal obligations.

That actually leads nicely to the third point about how we see the framework supporting
communication, and that communication is both inside the organization, across different parts of the
organization, as well as with external organizations whether those be vendors or other business
associates or whatever organizations you might be engaged with, as well as even potentially regulators -
- getting back to that point of saying, hey, we can show you the kinds of measures that we are taking to
help meet specific legal obligations.

Those are the main key points that we work on with stakeholders to demonstrate the value.

This discussion about cybersecurity and privacy risk was a significant part of the development process.
When we put out our first request for information, we asked what are organizations’ privacy risk
management practices? How do you define privacy risk? | think it was very clear from the answers that
we got back -- | think the only consistent answer was there wasn’t any consistency, which is very
different from the cybersecurity space. If you ask anybody who works in cybersecurity how do they
define risk they are going to give you some very close variation of what is the likelihood that a threat will
exploit a vulnerability and the impact if that occurs.

We don’t have that consistency in privacy. There is certainly a strong understanding of data security and
how that relates to privacy in terms of individuals’ personal information or health information, but we
don’t really have a good understanding or sort of a uniform way to talk about privacy risk that extends
beyond cybersecurity risk. That is, certainly, cybersecurity is important for protecting privacy but it
doesn’t do the entire job.

To give you one example of what we mean by that, we sometimes use this example in the smart grid
where there are communities that were objecting to smart meters not so much because they thought
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the information couldn’t be kept secure but because the information that was being collected by the
smart meters was so granular that inferences could be made about people’s behavior inside their
homes. That is not really an issue of confidentiality in the sense that there was unauthorized access but,
rather, people’s discomfort with feeling like there might be surveillance inside their homes.

And so we came to look at this as sort of this Venn diagram, describing the right side of the Venn
diagram as thinking about how organizations may be doing data processing, and by data processing we
mean this complete data lifecycle, so, everything from collection through disposal, and that they are
doing that data processing really to achieve mission or business objectives. So the smart meter had a
positive benefit in terms of helping to manage energy more efficiently, which is good for society.

But, at the same time, individuals can experience what we sort of termed as problems arising from that
data processing, and those problems can range from feeling embarrassed about something that got
revealed or even discrimination or loss of self-determination or feeling like they might being surveilled
and then change their behavior inside their homes. And so we think of problems as sort of a meta term
like threats in the cybersecurity model. That is, you can put in any value that is relevant.

And that bring us to enabling us to develop a model for analyzing privacy risk in systems or products or
services where we can now say what is the likelihood that individuals will experience some kind of
problem from data processing, from some sort of data operation, and the impact if that should occur.

| will leave time for questions but if there is anything critical, feel free to jump in with a question. But
with that background, let’s go to the next slide.

This led to another big conversation with stakeholders which is, okay, if we can understand privacy risk
as this likelihood and impact of problems arising from data processing, how does that relate to
organizational risk. We really see the Privacy Framework as being a tool for enterprise risk management,
and we see that by recognizing that individuals are going to experience the direct impact of problems.
They are the ones who are going to be embarrassed or feel the effects of discrimination or economic
loss.

But organizations almost feel sort of a resulting impact; that is, they sort of manifest the impact through
different aspects like customer abandonment -- when customers lose trust in products and services they
either are slow to adopt them or they abandon them -- or non-compliance costs or harm to reputation
or internal culture. Think of the employee walkouts that have been in the news.

And these types of impacts on organizations -- they can come from a variety of reasons or sources, and
organizations have been managing them traditionally at that enterprise level. So our thought is that if
we can make privacy risk more visible with the experienced individuals, more visible to the organization
and help them understand that those impacts, through the kinds of impacts that they traditionally
manage, perhaps we can bring privacy risk into greater parity with other enterprise risks and, ultimately,
have a more appropriate allocation of budget and resources to strengthen privacy programs.

As | mentioned, when we were exploring privacy risk management practices with organizations it was
not a surprise to us, but it was made very clear that privacy risk management is not as well understood
as cybersecurity risk management. As a result, although we were very clear the Privacy Framework is
not the be-all and end-all of guidance -- in fact, it’s an area that needs a lot more work in order to get to
the same level of maturity as cybersecurity -- we did think that it was important to put a little more
information and a little bit more guidance into the Privacy Framework than you would see in the
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Cybersecurity Framework where people were coming to it with just a more uniform, broader
understanding.

And so we have a section speaking to the role of privacy risk assessment, which is a very important sort
of sub-process in the overall practice of privacy risk management. The way we approach this is by trying
to address some key questions that we have gotten, frankly, over the years, because the work that we
are actually leveraging, since we didn’t find anything coming from stakeholders, is actually the work that
we have been doing in the privacy engineering program for the last several years.

The questions that we have gotten over the years almost come at two ends of the spectrum. One end of
the spectrum is, hey, | think what | am doing with data is really beneficial. It’s almost like how do | make
sure that privacy doesn’t get in the way of that? And the other question comes from almost the other
end of the spectrum which is, how do you know when you shouldn’t be doing some kind of data
processing, essentially where the risks outweigh the benefits?

Both of those questions really get answered by this process of privacy risk assessment. Once you have
identified and assessed your private risk, then you are able to think through what the appropriate
response is, and responses traditionally in risk management sort of fall into four general categories. One
is mitigation where you can’t get your risk level to zero but you can put in reasonable measures or
safeguards that will at least mitigate your risk down to an acceptable level.

Another one is avoidance, and that is essentially where you are saying, okay, this risk is too great and we
are not going to take it. So that might be an instance where you might decide that the data processing is
too risky and the harms or potential problems for individuals outweigh the benefits and you are going to
avoid that risk by not doing the data processing or stopping the data processing.

And then there is acceptance. Here, the benefits are high and the risk may be minimal and you might
decide that you can accept it and the cost; therefore, it is not really worth the cost invested in trying to
mitigate.

And the other one is sort of transfer or sharing. That is traditionally among organizations where
transferring or sharing risk is done through contracts, and we actually see privacy notices and consent
options as a means of sharing risk with individuals.

We really want to impress upon organizations how important privacy risk assessment is to actually
building that customer trust that | referenced in the beginning, and really to help figure out how do | go
through that process of ethical decision-making about optimizing benefits of data while minimizing
adverse consequences for individuals.

As | said, although we can’t make this document everything to everyone in terms of providing every
aspect of guidance on privacy risk management, we and hopefully the community will continue to
develop a body of work that will be equivalent to cybersecurity.

But we did want to give just a little bit more information, so we developed this Appendix D which has
the key privacy risk management practices. For the sake of time | am not going to go through every one
of these, but you can see that we talk through the kinds of resources that could be helpful in terms of
data maps and enterprise risk management strategies and artifacts that help you understand the data
processing in your systems.
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And then thinking about how do you determine the kinds of privacy capabilities that you want in your
products and services, which allows you then to start thinking about how you define the specific privacy
requirements. And some of those requirements are going to come from your laws or regulations that
you are subject to or your internal policies, but some of them will also come from conducting your
privacy risk assessment so you can define how do | want this system to operate in terms of achieving the
kinds of privacy capabilities that | want in that system.

And then, ultimately, that allows you to select and then implement and assess controls, which really
creates that traceability back to saying yes, | am actually meeting the privacy requirements that | had set
for this system.

And then, of course, this is an iterative process where you need to monitor the environment for
changing privacy risks, whether that’s because you are using a new technology or new laws have come
into play or you have changed your business process in some way. Hopefully, there is a good wealth of
information at least to get people started on thinking about privacy risk management.

One other thing | would say about that is we really tried to make some connections to other NIST
guidance, for example, Special Publication 837, the Risk Management Framework, as well as a privacy
risk assessment methodology that we developed to help actually walk through the process of privacy
risk assessment.

With that background and some of those concepts, we can now talk about the actual structure of the
framework. This should actually look pretty familiar to you. We heard very clearly from stakeholders
early on in the process that they wanted to see the Privacy Framework aligned with the Cybersecurity
Framework, and so we took the three components of the Cybersecurity Framework, the core, the
profiles and implementation tiers and essentially adapted those to the privacy data processing, sort of
the right side of the Venn diagram.

Like the Cybersecurity Framework, the core is really about providing an increasingly granular set of
activities and outcomes that enable an organizational dialogue, in this case about managing privacy risk.

The profiles really drive the risk-based approach of the framework. That is, the activities and the
outcomes in the core are not intended to be a checklist, and the profiles are a way to prioritize which
activities and outcomes are most important to the organization in terms of managing the privacy risk.
And then the implementation tiers are a generalized set of benchmarks that help organizations think
through whether they actually have sufficient processes and resources in place to manage that privacy
risk and hopefully achieve their target profile.

We will go a little more depth into these components. Again, if you are familiar with the Cybersecurity
Framework this should look very familiar. The way we get that increasingly granular approach is to move
from high-level functions down to categories and then to subcategories. What we found with the
Cybersecurity Framework was that the high-level functions were very helpful for communicating with
the C-suite or the Board in terms of they weren’t cybersecurity professionals generally; you are not
going to have deep conversations about encryption with them but sort of these simple, intuitive terms
that help them to very quickly understand how you are managing cybersecurity risk. And so we wanted
to see if we could accomplish that for privacy as well.
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You might see some overlap -- for example, identify exists also in the Cybersecurity Framework, and |
think that makes sense because those are generally high-level, organizational-level activities. So, in
adapting them to privacy, the process itself is not that different.

But | think what is a little bit different is what we heard from stakeholders that the government
processes that were embedded or are still embedded in Identify in the Cybersecurity Framework were
so important to privacy that they needed to be elevated into their own function. So, if you look at
Govern -- | don’t know if you provided the slides in advance or you’re posting them, but we did provide
at the end some slides on the core, and if you look at that | think you will see that, again, the content for
the most part is very similar to the Cybersecurity Framework. We just basically split Identify into two
categories.

One place that Identify really differs from the Cybersecurity Framework is that rather than focusing on
asset management, we created a Do category called Inventory and Mapping because there is a little bit
about data flows in the Cybersecurity Framework, but we felt, along with stakeholders, that really
understanding the data processing and mapping that in your system or your products or services is so
critical to managing privacy risk that it really needed its own dedicated category.

As you work your way down through the categories and the subcategories, you get increasingly granular
and move down the stack in the organization. A lot of the subcategories are really where you develop
policies that you need as well as talking to engineering about an IT, about the capabilities that you might
need to really manage privacy risk and meet your privacy requirements, whether those are coming from
your legal or regulatory environment or your internal policies.

One example | can give is in the Control function, which is really about managing the data processing.
Perhaps under Govern, for example, you identified a legal requirement to take data deletion requests
from individuals, and so at Govern you are also going to presumably set some kind of policy about what
data and how you are going to take those requests.

In Control, we have some subcategories around enabling access to data for deletion, and that is really
about focusing on the capability. For example, if you can’t go into your system and find and extract data,
then your ability to actually meet your policy and ultimately that legal requirement will just simply be
aspirational.

So that is how we see these building blocks fitting together with both the policies and the actual
capabilities that you need in your systems.

This is what Bill was mentioning. We had a lot of discussion and lot of questions about how does this
align with the Cybersecurity Framework, then? How do organizations use these two frameworks
together? The conversation over the year is there are almost like two camps. One camp felt that there
really shouldn’t be an overlap between the two, and the other camp felt that there should be a lot of
overlap. And the reasons seem to sort of fall out along whether an organization already had strong
collaboration between their privacy and security teams or how robust or mature the privacy program
was.

And so, even though at NIST philosophically we very much support strong collaboration between privacy

and cybersecurity teams, we felt that we needed to meet organizations where they are today, and so we
wanted to show the flexibility of how you could use the two frameworks together. We thought
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essentially take that Venn diagram | showed you earlier and overlay the functions so you can see where
were the primary functions that help manage different aspects of cybersecurity and privacy risk.

If you’re thinking about the data processing aspect of privacy risk, then Identify-P, Govern-P, Control-P,
Communicate-P, to indicate that they are from the Privacy Framework, those are the primary functions.
But if you are in that overlap space, sort of data security around, say, health information or personal
information, then you can add Protect-P, which is highly overlapping with the Protect in the
Cybersecurity Framework but it has a little bit more the lens of viewing it from the privacy aspect. So it
can really help organizations that might not have very mature programs or need more help
communicating with their cybersecurity team about aspects of Protect that are privacy-related.

At the same time, because Detect, Respond and Recover are so cybersecurity incident-focused, we just
didn’t feel that in sort of meeting that middle ground that replicating them in the Privacy Framework
was as critical as Protect, and so organizations can just pick those up and use them and apply them to
privacy breaches.

And moving over to the left, an organization might already be using the Cybersecurity Framework, and
as a result there might already be strong collaboration, they might already be using the framework to
address these cybersecurity-related privacy events, and they just need to pick up the other four
functions to address the data processing side. So, hopefully, that shows some of the flexibility in the
ways that you can use the two frameworks together.

We have already heard from some organizations that have taken that additive approach because they
were already using the Cybersecurity Framework and they actually found it relatively easy to analyze
that gap space and add in additional controls.

We also recognize that there still is some complexity here, where flexibility can bring complexity, and so
it’s certainly going to be an ongoing conversation that we are having internally as well as with
stakeholders about how do we continue to simplify and better align our approaches to these
frameworks.

As | mentioned, Profile is really again the same concept from the Cybersecurity Framework. The core is
not a checklist; you can look through it and use it as a dialogue or conversation starter within your
organization about what activities and outcomes are we doing today, and that would result into your
current profile.

But as you consider your organizational goals, your role in the data processing ecosystem or industry
sector, one of the things is we really tried to make this agnostic to any particular law or regulation, so
you won'’t see terms like data controller or data processor in the framework. But we recognize that, at
least if you are subject to things like GDPR or California, those terms are sort of codified rules and can
have an impact on the kinds of requirements you need to be cognizant of.

And so understanding your role as well as your legal regulatory requirements, your risk management
priorities and, of course, the privacy needs of individuals, taking those all together can help you identify
where you -- moving from your current profile to your target profile -- where you may have gaps, and
that would allow you to develop an action plan and have that conversation inside the organization about
the kinds of resources you might need to achieve that target profile. That, in fact, allows you to have a
deeper conversation about the types of resources or processes you might need to build to achieve that
target profile.
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We see the implementation tiers as really helping organizations to walk through these questions. Now
that | understand my privacy risks, do | have sufficient resources and processes in place to manage these
risks? So the tiers are set at one through four, with four different elements.

One thing we did change from the Cybersecurity Framework is we added an element for workforce to
help organizations think through how diversified does my privacy workforce need to be, and do | have
the right level of training for my workforce.

The philosophy on implementation is not that everybody necessarily has to get to a four, but, thinking
about the privacy risks you need to manage, are you at the right tier. For example, taking workforce, at
two we have described workforce as you have somebody who understands something about privacy risk
but perhaps wears multiple hats in the organization, and that might be fine for the kinds of privacy risks
you need to manage. On the other hand, it might not, and maybe you need to get to a two or three or
four with a four in workforce being a highly diversified workforce, you know, where you’re going to have
a chief privacy officer down to privacy engineers and various roles in between. So that is just an example
of how you can use the tiers.

For the sake of time | am not going to go into this slide in depth, but the main point of the slide is to
show that there are lots of ways to use the Privacy Framework, and as | mentioned earlier, we don’t see
-- in fact we don’t even really talk about -- compliance with the Privacy Framework because there are so
many ways to use it and it’s difficult to say what compliance would mean. But that said, we tried to
provide information about how you can use this to establish or improve a privacy program, and we have
actually provided some hypothetical use cases on our website.

We talked about this data processing ecosystem. In the Cybersecurity Framework you would see that as
the supply chain, but it was interesting. For stakeholders, that term didn’t really resonate with
stakeholders through the process, so we came up with this term, the data processing ecosystem, so that
you can think about not only how do you manage privacy risk from your internal standpoint but what
are you doing and how is that impacting other organizations’ ability to manage privacy risk.

And so we have had conversations in the |OT, Internet of Things, space with manufacturers who said,
well, | just make the device; how others use it and what they do with the data, that happens in their
environment. We were like, well, that is true, but at the same time the kinds of capabilities that you
build in or don’t build in regarding privacy into your devices can have a real impact on other
organizations’ ability to manage privacy risk in their environments. So that is sort of the concept that we
are trying to convey when we think about how does the Privacy Framework help with the overall data
processing ecosystem that every organization should be thinking about privacy risk from their
standpoint.

The one other piece that | want to mention, if you notice the informative references and if you are very
familiar with the Cybersecurity Framework you might be wondering what happened to the informative
references. We made a decision not to embed any informative references into the Privacy Framework
because some of the lessons learned with the Cybersecurity Framework were that those references can
get out of sync over time. As they get updated they can get out of sync with the frameworks.

What we did instead is we have created on our website this resource repository where we have put
relevant NIST guidance and tools and some crosswalks with the Cybersecurity Framework. Our goal is to
have the community also contribute to this repository to create more crosswalks, common profiles,
more guidance and tools that can help organizations achieve different subcategories. We are working
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with our colleagues at OCR to hopefully produce a crosswalk between the Privacy Framework and the
HIPAA privacy rule, so stay tuned on that.

We hope that will be helpful to organizations to think about, if | am trying to meet the privacy rule, what
are some of the basic subcategories that | should be focused on and prioritizing, and provide that as a
floor, not that an organization couldn’t add to that for their profile but at least it can help organizations
think about what a base profile might look like.

| will just say a few quick words about next steps. This dog actually has a happy home, but the Privacy
Framework would still like to be adopted. We have had organizations that have already stepped up and
said that they are publicly using the framework or they have given us quotes that we can put on our
website to show leadership on privacy. We found that was really important with the Cybersecurity
Framework where organizations were willing to step up and other organizations saw that and it helped
to bring them on as well.

But if that is not something an organization might want to do, we certainly look for any kind of
implementation feedback so that over time we will revise the Privacy Framework. We consider it a living
document. We want to make sure that it continues to evolve to be useful and meet the needs of
stakeholders.

Lastly, as | said, contributing resources to the repository is another way to support the framework.

Borrowing another concept from the Cybersecurity Framework, we did this companion roadmap to
highlight some areas where there continue to be challenges, and it is sort of a guide to NIST areas to do
additional work and additional collaboration with the community. So, as | mentioned, privacy risk
assessment us an area where more work needs to be done, more guidance needs to be developed but,
also, mechanisms to provide confidence, whether those be assessment criteria for controls or additional
certifications or criteria for building on certifications.

Also, emerging technologies. | mentioned IOT, but Al, of course, the impacts and how do we develop the
framework to better help address these emerging technologies -- de-identification techniques as well as,
given these emerging technologies, how that is going to change re-identification risks.

Inventory and mapping | mentioned. Our ability to develop more technical standards, for example, in
differential privacy to help with better de-identification.

Privacy workforce continues to come up over and over again with organizations, so we are looking at
can we work with our already existing, nice framework and perhaps build out or add on to that for
privacy. And then our continuing work internationally and how do we better align and address some of
the regulatory aspects and impacts coming internationally.

So those are some of the areas. We certainly have our work cut out for us but we look forward to
engaging with you and other stakeholders to address these areas.

As | said, there are other slides in here to show the core so we are happy to share these slides and happy
to take any questions.

Rebecca Hines: Naomi, thank you so much. That was really helpful to get some of the background
underlying the framework. We did email out the framework to people last week so hopefully at least the
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members of the Subcommittee on Privacy, Confidentiality and Security had a chance to look at that in
advance. | will go ahead and send these slides out to the members.

Let’s open it up. | see some hands. Denise Love, do you want to start it off?

Denise Love: Yes, | am a little intimidated with all the privacy folks online, but | will be a little provocative
here. Thank you for the presentation.

| am just sitting here listening to this wonderful framework, but how does it apply to public health? Just
in my travels over the last decades it seems like we are developing or have several different ecosystems
and not one, and | am not sure how public health fits into this because they are not really querying, they
are more required to push information, and they have different missions sometimes than the private
sector. How does it all fit in, or does it?

Naomi Lefkovitz: When you say a different mission, we certainly have local governments as well as
federal agencies who have already started to adopt this. Certainly you have missions and you’re
developing agencies, and local governments are developing services and products that use data and |
think even in today’s environment with COVID19 there are all kinds of privacy discussions going on
about not only the collection of data but even the tracking of people to manage very beneficial needs to
contain the virus. But already there are conversations going on about how do we do that in light of the
kinds of values we have as a society.

Denise Love: | appreciate that. It’s just that the technical framework is great, but my problems have
always been human factors, getting people to trust each other. One of the areas in public health that |
have struggled with, and maybe the privacy folks can help, is even with all the technology and things
that we have at our disposal, redaction is one example where it is poorly applied or unevenly applied for
sensitive information for public health. That is just one example.

But | just wanted to raise this issue that | am not sure how the TEFCA fits in right now with public health.
But that’s more of an open question maybe for the privacy folks.

Rebecca Hines: Rachel, | see you had a comment. Feel free to share.

Rachel Seeger: Sure. Denise, public health authorities are covered entities under the HIPAA privacy rule,
so, many state, local and county health departments play in our space, and outside of the HIPAA privacy
rule NIST is offering a privacy framework that in many ways provides technical assistance in approaching
privacy through a risk assessment.

It is just really helpful, and we hope that we can help facilitate getting this framework out to folks so
they are more aware of it. As Naomi said, the timing can’t be more perfect because we are being
inundated right now with questions from public health authorities about HIPAA-permitted uses and
disclosures during this national public health emergency.

Denise Love: | bet you are. Thank you. | will look forward to the discussion.
Rebecca Hines: Frank, | see your hand up.

Frank Pasquale: Yes, and thank you for a very comprehensive framework.
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One thing | was wondering in terms of thinking about how -- you mentioned breaking this down for the
C-suite or breaking it down for people who are not privacy experts. | do a lot of work in that area in
terms of thinking about how to naturalize or how to make more natural and more accessible very
complex ideas about data management and control.

| was wondering, Naomi, what your opinion would be of this breakdown, which is could we explain the
key aspects of provenance orientation or determination and control by saying that any entity should
know where its data is coming from and should record where its data is going to. Would that be sort of a
basic ideal upon which one could build larger duties for data?

Naomi Lefkovitz: Yes, absolutely. The only thing | would add to that is sort of the middle piece of what
you are doing with data when it’s not coming or going, both from analytics and inferences as well as
storage, from the data security standpoint.

Frank Pasquale: Absolutely. Thank you.
Rebecca Hines: Melissa.

Melissa Goldstein: Good morning, Naomi. Thanks very much for the presentation. It was really helpful,
and | think the slides are actually very helpful, too, in explaining what some people might think of as a
very complex structure.

This is back to Denise’s question and Rachel’s response about public health. My experience in teaching
public health law and being a public health law scholar has been that privacy issues have always been
present in public health activities, especially in pandemics and in situations where we have emergency
responses.

My question for Naomi is do you know of any public health authorities or public health departments
that have adopted the framework so far? Because | think the concept of all of these entities conducting
a risk assessment is so useful because some public health authorities are not necessarily HIPAA-covered
entities because they don’t provide services.

So, if you are a public health authority or department that doesn’t actually provide services or meet the
definition of a HIPAA-covered entity, it might still be very important for you to conduct a risk assessment
as a first step. I’'m wondering if you know any information about that so far.

Naomi Lefkovitz: So far, we have talked to county-level organizations. Almost invariably, when we talk to
them -- you know, they have a program that’s broader than just health, but invariably they always talk
about their health department as one of their use cases. We are certainly, as | mentioned, working with
OCR in terms of developing a crosswalk, but beyond that | haven’t heard directly from public health
departments yet, but we hope by doing these kinds of briefings that we can spread that word and have
you all be able to spread that word.

And our contact info is here. We very much want to hear from anyone who has questions about
implementation. | think we have several calls a week talking to either companies or public sector

agencies about how to do implementation.

Melissa Goldstein: Thank you. | think this has great promise for the public health world.
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Nick Coussoule: Naomi, thanks again for the presentation, really helpful. You mentioned during the
presentation and then just a minute ago working with OCR to develop a crosswalk. Can you tell me how
that is progressing or if there is any kind of timeframe that you’re looking at, or what else might be
happening there?

Naomi Lefkovitz: | think we have had some back-and-forth, so | think we’re finalizing the details. | know
they are a little busy, so | don’t want to put them on the spot in terms of a timeline that we have
anticipated, but it’s a little bit disrupted. But we certainly hope in the next months that we will get that
finalized.

| will say it was a very interesting process. This is the inventory and mapping category, and we tell that it
wasn’t necessarily any sort of one-to-one relationship between -- You know, the HIPAA privacy rule
didn’t necessarily say something about inventorying your systems and products and services or any of
these other activities. But what we did was we have actually mapped that to some of the disclosure
requirements and the notice requirements, because if you haven’t actually done this and you haven’t
actually inventoried the purposes for your data actions then how do you know whether you can disclose
something or not, whether you are in an accepted disclosure or what to put into your privacy notice.

So we found that, and | think OCR colleagues found it, very interesting that we could use the framework
to demonstrate what are some of the underlying activities that you will need to do to actually be able to
properly achieve your requirements from the privacy rule.

Rebecca Hines: Nick, anymore follow-up?

Nick Coussoule: No. | think that is very helpful. We are quite interested in that here. We have done a
little bit of that ourselves just operationally as we try to mature our own organization, so | was just
curious as to how that was proceeding. Thank you. | appreciate it.

Rebecca Hines: Rich, you have your hand up?

Rich Landen: Thank you, Naomi. Very, very good presentation. | am impressed with the thought that
goes into it and particularly with the alignment with the Security Framework.

My impression, though, is that in order to really take advantage of this framework or tool you’re talking
about entities that are large enough that have a fairly substantive corporate staff with privacy
professionals we have employed or are under contract with dedicated resources there. It’s an
observation and I'm struggling with where to take it.

But thinking about the healthcare delivery system in the country, | am not quite sure | see a clear path
for how the small providers, small payers and small entities in the healthcare ecosystem would have the
subject matter expertise or wherewithal to really take advantage of that.

Nonetheless, it is really thoughtfully laid out. | like the fact, as you mentioned, that it’s agnostic to
specific legislation or specific industries. And | like the fact that you have acknowledged the hooks into
both domestic and international privacy regulations. Again, just a very impressive presentation, very
impressive thought process behind this framework. Thanks.

Naomi Lefkovitz: Thank you. We absolutely recognize that issue with small and medium-sized
businesses. Actually, as a result, we are this year working on some guidance for small and medium-sized
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businesses to help them better use -- | say simplify but | always want to make sure that simplify doesn’t
get confused with not meaningful. We are looking at how do we sort of simplify some of the information
but actually continue to make it meaningful for small businesses. We will be working on that this year
thinking about the kinds of guides and videos and maybe a walk-through of where some of the essential
points to think about in the framework could be for small businesses.

Rebecca Hines: Jacki, looks like your hand is up.

Jacki Monson: Yes, sorry, | was having some connectivity issues. A couple of comments and then | have a
question.

We are one of the organizations that have actually used the Cybersecurity Framework. We actually
report that to the Board, track program maturity and investments, and are now working on
incorporating the privacy one. Although, | am not going to lie -- it was a little disappointing that we have
different terms on the privacy side versus the security side. | would have loved to have seen them be the
same terms but understand that not everybody is at that level of program maturity. | just wanted to
provide that perspective.

| think the thing that | would love to see more of is the merging of privacy and security by design. We
have a little bit of that but would love to see more of that and more of that forward thinking about not
only how do we use the data but how are we set up. | think some organizations use the privacy impact
assessments, they use security assessment, but actually designing it is the only way that we are going to
solve the broader privacy and security problem.

Then my question is -- you mentioned a lot about adoption and trying to get individuals to adopt it.
What is the game plan besides trying to partner with OCR and get some guidance out? And how can we
help you with that?

Naomi Lefkovitz: One of the reasons for coming to groups like this is to actually -- You are the experts,
and so we would actually want to take advice from you about where should we be going. Are there
conferences, are there briefings or are there other associations that we should be meeting with?
Honestly, we would really prefer to take guidance from you in terms of how we should approach the
healthcare community. | was scheduled to speak at HIMNSS, for example, but obviously that couldn’t
happen.

Rebecca Hines: A question came across the Chat. Just confirming this is mappable with OCR’s audit
protocol.

Naomi Lefkovitz: | have to say | am not familiar with that. As | said, we worked specifically on the privacy
rule and breach notice, but | haven’t worked on that so | would have to inquire about it. Although, if you
have more information, | would be happy to look at that.

Rebecca Hines: Rachel, would you happen to know?

Rachel Seeger: Yes. It doesn’t map directly to the audit protocol, but | can share that OCR and NIST are
in discussions about exploring a crosswalk to the HIPAA privacy rule from the NIST -- framework. Right
now, we are all COVID19 all the time, but it is something that we have on our radar and we have been in
great discussions with NIST and Naomi and her team. So, more to come.
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Rebecca Hines: Very good. Naomi, thank you for taking the time to share all of this and | encourage the
members to continue to help with dissemination and implementation. | think that is a really good role
for this committee. If you at any time want to follow back with us, certainly you are always welcome.

Naomi Lefkovitz: Great. Thank you. We would love to. And if you have any recommendations for us we
would absolutely love to hear them. Thank you.

Rebecca Hines: | will leave that note with the members of that subcommittee, Frank and Nick and
Melissa and all of you.

Ed You is on detail to HHS through the FBI, and | will let you introduce yourself, Ed, because we have not
actually met. Thank you very much for accepting our invitation and | will turn it over to you now.

Safeguarding the Bioeconomy

Ed You: Good morning, everyone. First, | want to thank the committee and Maya Bernstein in particular
for the opportunity to present to you all. Very quick, | am a supervisory special agent in the FBI's
Weapons of Mass Destruction Directorate. My responsibilities are to look at current and emerging
biological threat issues, and, as was mentioned, | am currently detailed to the Department of Health and
Human Services Office of National Security.

My responsibility is to look at what are the growing challenges, especially in the face of biotechnology.
The reason why that is important is, when you think about biological threat issues, what immediately
comes to mind historically has been the threat posed by emerging and re-emerging infectious disease
and COVID-19 is a painful example of that. But it all boils down to dangerous pathogens and toxins.

But in the wake of the rapid advances in biotech | think it is important to note that we need to expand
the scope of what constitutes a biological threat, and hence, the term bioeconomy was brought up,
because where biotech is being applied is across multiple sectors, in health, agriculture, manufacturing
and energy, with significant implications to our national economy. As a result, | don’t think we are
defining or assessing risk and the security challenges appropriately. As the slide says, there are amazing
promises but then also emerging challenges.

As | said, one of the fastest growing areas in biotech health is in the health sector, and | am speaking to
the right committee for this. A good example is the dawn of precision or personalized medicine. A whole
element of this is identifying and aggregating different types of data from various sources, analyzing
them and then coming up with new treatments, therapeutics, new products, and leveraging how you
can not only identify but then utilize the data.

I’'m glad | am following after (inaudible) presentation because now | get to bring in the national security
or law enforcement perspective when it comes to health data. What | want to present to you is the
thought process that data is basically the new oil. Data is going to be the new resource that many of the
new technologies and applications are going to be built upon, dependent upon, and I’'m just going to go
around the horn and showcase where some of these data sources are coming from.

If you look at the top left in the human DNA helix, the first time an individual’s entire genome was fully
sequenced was the completion of the Human Genome Project in 2003. That effort took the US
Government 10 years and $3.5 billion to get that done. That was then.
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Today, you can sequence your entire genome in less than 24 hours, and just two and one-half weeks ago
a company announced the ability to sequence a full genome for $100.00. So we went from $3.5 billion
to $100.00.

What this means is we are generating massive amounts of genetic information. As powerful as genetics
is, it’s not quite enough because your genetics doesn’t change much over the course of your lifetime,
which is a good thing unless you happen to be a really big X-men fan. To supplement that, you need
something called longitudinal data, and that is exemplified by the picture below the helix.

This is data that reflects what happens to you over the course of your life. This is exemplified by things
like the electronic health record, insurance information, medical histories, family histories, and
identifying what medical conditions has an individual suffered from or are existing, what treatments are
provided, what drugs were administered. By aggregating the longitudinal data along with the genetics,
analyzing that, you can come up with better informed decisions on how to treat disease conditions.

The government is leading this in two areas. One is the NIH’s All of Us program, and the other example is
the Department of Veterans Affairs’ Million Veteran Program. Finding one million volunteers for each of
the programs, get their genetics, volunteer their health and medical history and analyze that.

You go to the other part of the slide, the private sector is jumping onboard this area, too. Companies like
Apple and their Health Toolkit. You download the app on your smartwatch, the sensors will track your
heart rate. The different wearable technologies looking at your exercise, how much sleep are you
getting, maybe the quality of your sleep. And the whole idea is monitoring your daily lifestyle to identify
risky behaviors. Maybe you are not getting enough exercise or getting those 10,000 steps in. And
mitigating those risks today in order to prevent the disease state from manifesting. It has really become
a consumer-driven element to healthcare because | think they recognize that there is a lot of
profitability at stake here.

There are multiple different sources of data coming from many different areas, and | don’t think we
really are appreciating their value, but now | am going to walk through what some of the potential
security considerations might be.

Here is an example of direct-to-consumer resources. There has been an explosion of companies that
provide direct-to-consumer genetic testing. The business model here is you pay a fee upfront, you send
in a saliva sample, they will take DNA in the cheek cells, not the entire genome but I'm pretty sure that is
coming soon, and they identify interesting or relative markers for the consumer, things like for women
they will identify what BRCA gene you have to give you some idea of what your risk is of developing
breast or ovarian cancer. And the all-popular genealogy studies, you know, | want to find out what
percentage of this | am. I’'m sorry | don’t know what the draw is, but there are companies like 23andMe,
Ancestrydna.com, very popular.

What you all should know is, in this example, 23andMe has | think a little over five million subscribers,
but what no one recognizes is that that subscribership model for that company is actually a loss leader
for them. They actually lose money. They don’t turn a profit at all. So that begs the question, what is the
return on investment. It’s all about the data that they have access to.

They actually published a scientific paper in 2016 where they identified 15 genetic markers tied to

severe clinical depression, and what’s important to note here is how they were able to find this
correlation. They were able to access a cohort of 450,000 of their customers, their genetic information,
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and these individuals volunteered that longitudinal data, their health history and their family history. By
utilizing that dataset, they analyzed it and they were able to find this correlation.

The important thing to note here is that this is one of the few occasions where we see a really
interesting connection between data and a clinical state. But what | think is more important is how they
found it. The fact that they were able to tap into a cohort of almost half a million compared to, say, for
example, an FDA or NIH clinical trial study where you’re lucky if you get a few hundred or maybe a few
thousand volunteers. But the way this model was set up they have ready access to a large number of
participants, and what this does is now they have insight into a potential drug target -- treat depression.
That’s the whole name of the game.

In fact, about two years ago, 23andMe made a large investment in themselves to expand a business not
in DNA diagnostics but in pharmaceutical design and development. They actually tipped their hand
when in 2019 GlaxoSmithKline invested $300 million in 23andMe, and what this investment did was to
allow GSK to mine all the data that 23andMe has in their holdings.

Ultimately, again, it is all about identifying new drug targets. But here’s the thing. In looking at their
analysis -- and they were able to come up and design a potentially blockbuster drug to treat cancer,
diabetes or depression. Great for the companies, but those five million or so consumers, what they
don’t realize is that when they sign on that line and onto these services, they sign away any rights, any
claim to the products that the companies are able to derive from their data. So, despite the fact that it’s
their data contributing to the product, they don’t have any claim to it. Nothing wrong with it, but it
really begs the question do they really understand where their data is going.

The bottom line is this is the new norm. This is the business model that’s coming up. It’s all about what
access to data can a company have and how can they turn it into a commodity. The upshot here is that
whoever develops the largest, most diverse dataset is truly going to own the day and it will truly be
something powerful and incredibly profitable.

Unfortunately, | think the adversaries and bad guys know this, too, and | want to propose to you that
that is why you're seeing significant targeting of the healthcare sector with cyberattacks. | listed some of
the prominent ones over the last few years -- Community Health Systems in Tennessee, 4.5 million
patient records. Anthem Blue Cross, that was epic, 80 million. Premera, 11 million. UCLA, 4.5 million.

The one thing | want to note here is the impact. We are talking about a significant percentage of the US
population. The other part | want you to note is that all these hacks were identified to have been
perpetrated by a Chinese-based hacker, so these records and information are residing somewhere in
China.

In the wake of these hacks, what have been the immediate security concerns? It is, of course, the loss of
Pll, the possibility for identify theft, the possibility for insurance fraud. | get it.

The challenge, though -- If you look at this one press article where in one of the intrusions they
identified the parts of the networks that contained medical information, and insurance claims were
compromised. When | saw that, it really was a punch to the gut because what this exemplifies to me is
access to what | said before, longitudinal data.

So you're telling me that sitting somewhere in China to the tune of millions of Americans is insight into
an individual’s potential, current and prior medical conditions, what treatments have been
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administered, what drugs were provided, what the drug course might look like. So, not only potential
insight into ongoing drug studies or clinical trial information but some really relevant longitudinal data.

If 23andMe can find an interesting connection to a clinical condition from a cohort of 450,000
individuals, then what can China potentially do with tens of millions of such data points that are
biologically relevant?

Here, what | want to share with you all is | think it’s important to note that the biologically relevant data
is far more valuable, has far more consequence than any of the potential privacy issues here or the fraud
angle. We are just not assessing it that way. | also don’t think we’re looking at cybersecurity in the right
context in this space. And it is ongoing not only in the US, but these Chinese intrusions are occurring all
across Europe, everywhere else in the world. So | classify this as China’s ongoing covert or criminal
acquisition of health data, but unfortunately, I'm afraid to say that we are also giving it away.

What | mean by that is that in the last decade or so China has heavily invested in the DNA sequencing
market. Here is a list of companies that have come on the scene in China and they offer large-scale DNA
sequencing at low cost. They very easily out-bid a lot of our domestic companies. They have subsidies or
support from the Chinese government. Many of these companies are CLIA and CAP accredited, they are
HIPAA-covered entities as well. As a result, many institutions across the US have partnered with these
organizations in China to do their sequencing.

You see BGI on there. They are a giant. For example, the Fred Hutchinson Cancer Research Center
announced last year that they are engaging BGI as a strategic partner and BGI is going to be sequencing
all of the Hutch’s cancer and pediatric samples. Mt. Sinai, Johns Hopkins University, the Mayo Clinic,
they have all contracted or partnered with BGI to do sequencing. So, all across the US we are sending to
these companies, tumor samples, biopsy samples, blood samples, again, because they meet all of our
existing privacy criteria and they offer the lowest price point. Yes, our clinicians and our scientists get
the genetic information, but at the end of the day, they have it, too.

It is not just in the US. That company, BGI, also went into an agreement with the European Union back in
2014, and with this agreement they rolled out a non-invasive prenatal test kit across 16 European
countries. Currently, if you are an expectant mother and you want to check on the health and welfare of
your future child, you undergo an invasive, somewhat risky amniocentesis. Well, with this new BGI test
kit you just do a blood draw from the arm of the mother, they will isolate the circulating maternal and
fetal DNA from the placenta, sequence it, and you get almost the same results as you would get from an
amnio. It’s faster, it’s cheaper and it is definitely safer.

When they rolled this out in 2014, they were able to get 400,000 pregnant women enrolled in the
program. As of about two years ago they have more than 2.5 million. That’s 2.5 million across these 16
countries. And what | want to note here is that you will see that England and Germany allowed this test
kit in, and | highlight them because those two countries have some of the most robust privacy laws in
the world, and despite the fact that the EU rolled out the GDPR, because this is a clinical kit and, again,
they meet all the privacy criteria, it undercuts all those so-called protections.

And here is where it gets a little more insidious. BGI actually published a scientific paper in Cell where
they took that non-invasive prenatal test kit from 140,000 Chinese mothers and they went beyond the
prenatal test panel, so they went beyond just checking for cystic fibrosis markers or (inaudible); they
actually did whole genome sequencing, and in doing so, they were able to tease out some interesting
and unsettling information. They were able to identify the ethnic makeup of the population and then
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even more intimate information. They were able to identify prior viral exposures that these mothers had
suffered from. So, some very personal information, and this is from a non-invasive prenatal test.

The theoretical question here is if they were able to tease this out from 140,000 Chinese mothers, what
could they potentially glean from 2.5 million mothers across Europe?

And why this is important -- This is a press release that came out in February last year where Thermo
Fisher, a large US biotech firm, announced they were no longer going to be selling DNA sequencing
equipment to China because they found out that the Chinese government was doing something pretty
sinister. The Chinese government had rolled out a program called Physicals for All, this low-cost medical
exam, and 36 million Chinese participated in it. Thermo Fisher found out that the Chinese government
was utilizing this DNA from the collected clinical samples to identify ethnic Uighurs.

For those of you who are not familiar, Uighurs are an ethnic minority in the western region of China.
They are predominantly Muslim. There have been multiple stories about how the Chinese government
had been trying to displace the Uighurs from their land and from their businesses and have been
corralling them into what they call re-education camps to the tune of hundreds of thousands of Uighurs.

So, have we inadvertently, unknowingly, unwittingly provided not only the technology but potentially
the expertise to enable the PRC to conduct what I call discrimination in high definition? But this also
focuses on the point that it’s not just about privacy. It’s looking at what happens when you have an
authoritarian regime, a foreign entity like this, that has access to health-related data. This is taking it
way beyond the pale on what some of the privacy challenges are or how we define privacy.

There is another company besides BGI called WuXi Pharma Tech, another Shanghai-based Chinese firm
that has very broad resources. | showed you that really nice example of proof-of-concept of what
23andMe can do when they get enough data and tie it to depression. But a year before they came out
with that publication, this company, WuXi, invested in 23andMe. So why bother stealing the data when
you can absolutely legally, above board, with complete legitimacy just invest, acquire or merge with a
company that has access to health data?

Again, it begs the question how many other companies like this have foreign investments, and, more
importantly, how many consumers understand that when they sign onto these services? Do they have
the information to understand and recognize where there data is going, how is it being stored, how is it
being utilized but, more important, who has access to it?

The bottom part of this slide | have gone on record as saying it just quite frankly pisses me off that WuXi
acquired their own DNA sequencing company called NextCODE, and their operations are also based in
Shanghai. Again, they are able to do large-scale DNA sequencing at low cost. WuXi NextCODE is CLIA-
CAP accredited. They are also a HIPAA-certified covered entity. They are even FAR and DFAR-accredited
so they can put in bids for government contracts. They meet all of our existing privacy regulatory
requirements, and also, because they offer the lowest price point, in this press release the state of
California at a state level has gone on to even license them.

What this means, though, is if you are a resident in California and you go in for a medical exam and you
require genetic testing, you sign the HIPAA consent form and, despite the fact that you might think your
health data is going to be kept private and secure, because this foreign company meets all the existing
criteria, your samples are going to be sent overseas for processing.
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So, from a privacy standpoint, as | said, they check all the boxes, but from a broader, national security
standpoint it just begs the question are you kidding me. And this is what’s happening in California. |
don’t know what is happening state-to-state because you are all probably aware that this is a
patchwork. But if you’re a contracting officer, how would you know any better?

In this slide | showcased that this entity WuXi has access to companies that have genetic information,
potentially some longitudinal data as well as now genomic information, but if you go to the next slide,
this is the other shoe dropping. WuXi announced last year that they are building a vaccine production
facility. So could they in fact be accessing the data and analyzing it and be able to turn that around and
start developing vaccines? This place, they haven’t even finished construction yet and they already have
a 20-year, $3 billion contract in place. The running joke here is that | hope it’s not DOD or BARDA.

The upshot here is China already dominates the global generic pharmaceutical market, and most of the
API that comes from our drugs comes from China. Are we also inadvertently giving them the building
blocks to gain entry into the vaccine market as well? Especially in light of what’s happening to us right
now with COVID19 -- which | will talk about later because there are bioeconomy implications with the
current pandemic -- this showcases how shortsighted we have been. More importantly, are we not
recognizing the true nature and value of health data, especially when it comes from a national security
standpoint?

This gets even more interesting. The two companies | just mentioned, BGl and WuXi NextCode, these
two giant data-sequencing firms, both in China, both presumably competitors, both announced strategic
partners with Huawei less than a year apart from another. Huawei should always get your attention a
little bit. They have been in the news quite a bit from a national security standpoint. But on its face, it
sort of makes sense that if you are generating massive amounts of genomic information you’re going to
need to partner with a company like Huawei, this telecommunications company, that has the technical
infrastructure to house and process large sets of data. So it makes sense.

But this slide, this is a different shoe drop, show that Huawei, with these strategic partnerships with
these Chinese DNA firms in the backdrop, announced in 2019 a formal partnership with Philips
Healthcare. This scares me because in this partnership the goal is to aggregate patient electronic health
records, patient insurance and medical histories, genetic data, medical imaging data, even EKG, EEG
scans and even wearable technology like FitBit data uploads, and basically build out a very large
multifaceted dataset and leverage their artificial intelligence and cloud analytics, and roll out
customized, personalized and, most important, low-cost patient healthcare delivery.

They have already implemented this in several hospitals across China and the early indications are that it
looks like it was working, that Chinese physicians are actually able to utilize patient health data and the
analytics that went along with it to help better inform them on the best treatment.

So, if they are able to improve healthcare at lower cost, what is to stop Philips from bringing that to
Europe? What's to stop Huawei, for example, from partnering with, say, Kaiser Permanente here in the
US? With the data that they have on the back end, can they offer, promise and actually deliver low-cost,
customized patient healthcare? How do we say no to that? Would we be able to say no to that?

So, as | mentioned, China already dominates the generic pharmaceutical market. Are we giving them

access to the vaccine market? Are they posturing themselves to be able to actually provide low-cost
healthcare? That is the whole ball of wax.
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The nightmare scenario that has evolved for me -- and it’s no longer from a biological threat issue -- is
the science-fiction based, well, someone is going to use CRISPR-Cas9 and engineer a virus that causes
the apocalypse. That is traditionally how biological threats have been conveyed. But from my standpoint
now from a bioeconomy standpoint, the nightmare scenario is that we are going to wake up one day
and because of our shortsightedness and lack of understanding of the true nature and value of data, we
are going to realize, hell, we have just become healthcare crack addicts and China has become our
pusher. What happens if we become completely dependent on a foreign supply source for our
pharmaceuticals or vaccines or therapeutics or healthcare delivery?

Not only does that mean co-opting of an entire market share of business models, but that also means
our entire job opportunities are going to be transitioned there. Do we understand what that means in
the long run?

So that has been my nightmare scenario. | hate to say it, but the nightmare is sort of becoming a reality.
In April of last year, the Defense Department awarded Philips Healthcare a $450 million contract to look
at patient healthcare delivery for all four branches of our military. Without having a robust
understanding of the contract process, did we just give Huawei backdoor entry through Philips
Healthcare access to our active duty members’ medical records? This is not cyber intrusion, this is not
hacking, this is not ransomware, but again, this is a different type of vulnerability.

And | mentioned before, if you are a contract officer how would you know any better? You're going to
go through the checklist. This company is FAR and DFAR-certified, check. Are they HIPAA compliant?
Check. Do they probably meet or exceed NIST cybersecurity guidelines? Check. Do they offer the lowest
price point? Check. CLIA-CAP accredited? Check. But unless you have a broader understanding of the
context -- | don’t know how many more of these types of contract exist across the federal government
or at a state level.

| have just showcased that China has set themselves up to get data from all around the world. It’s
important to know that it is basically a one-way street because China has enacted laws that went into
effect July 1 last year where the Chinese government is absolutely clamping down on the sharing of
biological material and data. Now, if you go into a contract relationship or partnership with China you
have to have a hosting Chinese institution. You can look at the last article, that any data or patents that
derive from the collaboration, that Chinese institution has first right of refusal for ownership.

What’s also important to note here is that with this new law, any US entity that’s partnering with a
Chinese firm or any US entity that might have an extension of their business residing in China -- because,
for example, data storage is cheaper over there -- despite the fact that it’s, as | said, maybe HIPAA-
certified and all of that, this new law allows the PRC, any Chinese law enforcement or Chinese
intelligence agency the absolute authority to be able to access that data if they deem that there’s a
security necessity.

We just did a presentation -- we’re trying to do a lot of due diligence on our side of the house and for
the companies, but do our vendors, our universities, our medical providers really understand what’s
happening on the other end when they go into these partnerships with China. | think it’s really
important and incumbent upon us to do our homework to understand what the legal landscape in the
countries is where we are doing business, and understand what the risks of that entail.

There actually has to be a balance, especially when it comes to the bioeconomy. We need to make sure
that we not only address security but also support innovation. You will note that | did not say we need

National Committee on Vital and Health Statistics, March 25, 2020 24



to shutter companies like 23andMe. Actually, those are the tip of the spear when it comes to innovation.
| did not say we should stop data-sharing altogether. That doesn’t work in biology, it doesn’t work in a
healthcare crisis like we are having right now. But we absolutely need to strike a balance. It is not just
about making the other guy -- slowing them down, but it’s also how are we enabling ourselves to run
faster. How do we make sure that we stay the leaders in innovation and R&D?

So, how did we come to this perspective in the first place? | hosted a series of workshops first with AAAS
and then with the National Academy of Science and at these meetings brought in representatives from
places like Amazon, Google, Intel, IBM, Microsoft, Dell and challenged them with, look, this is where the
US economy is going with biological data. Where are we with national security? And there was a
unanimous response that we’re doing a whole lot in privacy policy, particularly when it comes to clinical
data, but from a national security standpoint we are not doing a whole lot.

We generated these short meeting reports that are publicly available. They became very important
outreach tools for us. We conducted engagements. We actually helped change legislation to the point
where, in this example, this Chinese firm iCarbonX -- this is a Chinese firm that focuses on artificial
intelligence and machine learning tools development -- they had invested $100 million into this
organization called PatientsLikeMe. PatientsLikeMe is a US organization that’s a social media platform. It
is basically the healthcare version of Facebook where you have individuals, about 750,000 or so, who
share on a daily basis what medical conditions they may be suffering from, what drugs or drug trials they
may be participating in and sharing the drug reactions and the efficacy. So there is some pretty intimate
information.

When this Chinese firm invested, it kicked off a US Government review and we identified the
vulnerability to the point where President Trump ordered the divestment of iCarbonX from
PatientsLikeMe. In one sense, this is a home run because it’s taking out a foreign entity from gaining
access to US persons’ sensitive data. It puts the healthcare sector on notice about the value of their
data, but the downside is that it's a shame that an organization like PatientsLikeMe has to resort to
looking for a foreign entity for investments. Where is a domestic company that would be willing to step
up and invest in them as a strategic partner to make this happen? That is what | mean by where are we
striking that balance.

Congress is waking up as well, too. This is a letter that was signed by both Senators Rubio and Grassley
that was sent to HHS CMS. There’s a quote on the bottom that is straight from the letter, “Taxpayers
cover the costs of CMS payments. Accordingly, they have every right to know if their money...” (and
their data for that matter) “... has gone to entities connected to the Chinese government.”

The Department of Defense has woken up, too. They put out this memo to all their active duty members
warning them about the risks associated with participating in commercial DNA test services.

Ultimately, this translated into a formal National Academy of Sciences consensus study report. This was
a full-year study. If you look at the right column, the very diverse section of the National Academies, this
doesn’t happen very often. Usually, these types of studies are just taken up by one board or division, but
because the bioeconomy touches on multiple areas not only did different parts of the National
Academies participate but they convened a diverse set of experts for their committee ranging from
biologists, agricultural experts, economists, foreign policy experts, to look at how do we define the US
bioeconomy, how do we scope it. They ultimately came up with some formal policy recommendations
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for how do we better protect and promote our bioeconomy. This just came out this past February,
which is awesome, and | highly recommend that you all look at this.

This is the ongoing COVID19 implications from a bioeconomy standpoint. Again, | don’t think we’re
looking at it through the right lens. | am going to walk you through a timeline. When it first came out in
the US we were trying to rapidly be able to ramp up diagnostic testing. CDC had some major challenges
in getting a test kit out to public health, so that delayed things. What it did was created a vacuum.

Guess who stepped up to fill that vacuum? That company, BGI, that | mentioned, rapidly rolled out their
own coronavirus diagnostic test. It is two-pronged. One is RT-PCR based, which is a decades-old
approach but it’s the one that CDC is offering. The other test is whole genome sequencing, which is
much more up to date. The thing is, as soon as they developed it the Chinese government gave them
emergency use approval in China, and the very next day Europe jumped onboard to gain access to both
of those capabilities.

Interestingly, BGI, the company, not the Chinese government, not a hospital, but this private company
built a high containment laboratory hospital in downtown Wuhan in five days, and this hospital was able
to process 10,000 clinical samples per day.

So it’s not just doing DNA amplification of the virus, but they were able to do whole-genome
sequencing. It means that they have some even better insight into looking at virus-host interactions,
which gives them a tremendous edge because we’re not seeing any of that data, by the way. We are
working off of the few hundred patients that we have here domestically.

By the way, most recently, too, that same diagnostics test got CE marking by the European Union which
means that they can come into the commercial market. | need to update this for you all because as of
last Friday, this BGI test kit just entered into the US market. As a matter of fact, there was a press
release just this morning that Baltimore just received 1,000 of these test kits, and that is just a start.
Then you have a strategic partnership between BGlI, Intel and Lenovo, to leverage their machine learning
capabilities to come up with new drug targets and then better characterize the virus-host interactions.

What this means, though, is that this company, WuXi, announced that they can go from DNA analysis to
an IND candidate drug in four to five months. So, less than half the time it will take us to come out with
a counter to the pandemic.

What I’'m afraid is happening is that there’s a ticking time bomb. | understand we are trying to do our
utmost in looking at privacy, but unless we have a broader understanding from the national security
standpoint and from the bioeconomy, we are opening the door for an entity like China to be able to
dominate in this space. Are we giving them the keys to the kingdom if we don’t understand the value of
our data today?

The thing is the data in residence may not mean all that much now, but if you aggregate it enough later
on when they get true Al or true quantum computing, they are off to the races. They won’t have to steal
our IP anymore; they can just analyze and generate their own.

And it’s not just China in this space. We have to also be on the lookout for countries like Russia and Iran.

Honestly, | think in 5 to 10 years we are going to be in the same boat with regards to India because of
their own population growth, their aging population, their own healthcare needs. They are going to
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make this bioeconomy work for them as well. So, are they going to be competitors, or could they
potentially be strategic partners?

Again, | just wanted to give you a different perspective for looking at health data security and an
understanding of what the potential bioeconomy implications are.

Rebecca Hines: Thank you. That was different than any presentation | believe this committee has
received, and you brought a whole new angle to our Subcommittee on Privacy, Confidentiality and
Security, so thank you.

| would like to open it up. Melissa?

Melissa Goldstein: Hi, Ed. Thank you very much for that wonderful and very thorough presentation. |
would like to ask you to outline for us -- you used the word “insidious” several times, which | take to
mean danger or evil, add your own adverb. So | am wondering, are you worried about anything the
Chinese government might do with data, anything the Chinese companies might do with data? Is there
any stratification among the companies perhaps? And are you worried about US companies or US
patients depending on Chinese companies?

And have there been any actions, any usage of data by the Chinese companies that American companies
are working with which have given us signs that say stop now? We know what China is doing with its
own population, right? What I’'m wondering -- and | understand the Chinese bio law right now. I'm
wondering if there is anything to pin our privacy concerns on other than generalized information about
China.

Ed You: That is a tough question and my general answer is yes, we need to be concerned about all of the
above. | will tease apart your question.

First, | don’t think you can delineate the difference between a Chinese company versus the Chinese
government. They are one and the same. You cannot operate as a company in China without some
specific ties to or support by the Chinese government. There is no individual enterprise there, no private
entity. And if you want to be able to operate, you are going to have to have Chinese government to back
you.

The reason why | use insidious, | noted in specific parts of my presentation, for example, how they utilize
genetic information to identify the Uighurs within their border. The challenge, though, is things like even
our own individuals here in the US who collaborate with China don’t understand that that is what’s
happening on the back end, that that is exactly what the government is doing. The problem here is that
we haven’t had the smoking gun yet. That is the problem.

To your point, what I’'m afraid of, what scares me, is that by the time we have the wake-up call it’s
already too late. If we wake up and, as | said, we say, hell, we have just become completely dependent
on them for our future vaccines or our future pharmaceuticals, then it’s too late. | use the terminology
that | think we are in the middle of a biological space race, and shame on us for not recognizing that that
is happening.

Why that’s important to note is that it showcases that this is a whole of government, whole of

academia, whole of private sector, whole of society issue, and also it’s because of the challenges we
haven't just been given that Sputnik launch wake-up call moment yet. But my feeling is that the timeline
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is rapidly shortening when we are going to probably get that wake-up call moment. Maybe it’s going to
be the fact that China comes up with -- that they will be able to come out of the COVID19 pandemic
faster than anybody else and say, hey world, we have got the definitive test. And, oh, by the way, we
also have a comprehensive treatment for coronavirus.

But by then we are not going to be in a position to be able to say no. They might be able to be in a
position to take care of their own population better than ours, or withhold it maybe, because they want
to take care of their own first. There have already been examples of that happening right now. For
example, the N95 masks. 3M, the US firm has two factories in China. They were basically co-opted by
the Chinese government and the masks that they were rolling out 24/7 the Chinese kept for themselves
first.

Same thing happened with Gilead and their trial drug. They had put in a patent two years ago, but China
put in their own patent for their (inaudible) to treat COVID19, and Gilead had to go with it. We are
already seeing indications of it. What I’'m trying to walk you all through is that this is a much broader
scale, and we really need to assess risk in a much broader context, not just privacy.

| hate to say it, and this might offend some of you, but in the meetings that | had with some of those
experts, their running theme was that privacy is a moot point. Privacy is dead. What we really need to
start thinking about is to look at it from a national security standpoint. As things keep on evolving, as
you wear the different wearable technologies, it becomes very hard to really look at understanding what
does privacy even mean in this space. But we actually need to overlay it with national security to get a
better understanding of what’s important, how do we prioritize from that standpoint.

Melissa Goldstein: | am wondering what your policy recommendations are. What is the “therefore”?

Ed You: First off, | highly recommend looking at the Safeguarding the Bioeconomy, the National
Academy study report. They actually did a very thorough deliberation, very nice job defining what the
bioeconomy is, how we should take a first step in explaining it in the first place, and they actually came
up with some formal policy recommendations.

| think one of the first things is realizing that we have got a problem, and then understanding it is not
just about becoming complete protectionists. There are going to be some elements of it, but, as |
alluded to, that doesn’t work in the healthcare space especially in the wake of a pandemic. But it does
also mean that we have really got to understand where are we leveraging our resources and
investments to make sure that we are in a position to maintain leadership in the bioeconomy space.
That is a challenge.

But | hope what | am giving you all is a different data point. Let me just give you one anecdote. | have
given this type of presentation to different conferences including the AHLA conference, so | got a chance
to provide this perspective to literally hundreds of chief security officers out there and they get it. The
problem is when they go into the C-suite they don’t get any place because why? The COOs and CFOs are
saying no, we are not going to give you more in resources because, one, we don’t see the return on
investment and, two, the government isn’t requiring us to do it.

But the important point here is that if you provide the bioeconomy standpoint where you take in

biological threat issues and tie them to the economy in a way that has never been done before and
showcase the impact, this is a really important way of showcasing to the C-suites that it’s absolutely in
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their best interest to start thinking about security at this point because, otherwise, they may not have
any market share. You might not have a business in a few years down the line.

That is a little more substantive in your discussions and arguments than some of the regulatory
requirements. Not that | want to downplay regulations; they actually serve a purpose, but | think it has
to be a part of the broader discussion of what's at stake.

Melissa Goldstein: Thank you.

Frank Pasquale: First, | want to say, my name is Frank Pasquale. | have written a bit on some of these
areas of preparedness. | wrote a piece in 2014 that cited articles stating that America could be short
600,000 ventilators. Sadly, that piece sank like a stone and was not very widely cited, so | sympathize
with someone who is sort of warning about long-term threats because | do think that’s really important.

The question | want to ask and just push back a little bit on is | think that looking at -- One of the other
things from a political economy of healthcare perspective | think we have to acknowledge in the US is
that we have a system that is largely governed according to short-term financial results whereby we
disincentivize a lot of investments in long-term projects just by virtue of the way it’s financially
structured.

So | think that for the foreseeable future China may be the best hope for much of the world and for us in
terms of developing some of these technologies. Therefore, | think an alternative here is not to deny the
data necessary to make therapeutics, but it’s rather to condition deals so that anything created there is
available in the US on a fair, reasonable and non-discriminatory rate. That FRAND is something that |
think is quite -- it’s a big part of patent law and patent jurisprudence, and | think it could be applied here
as well.

| was just wondering if you think there is a cooperative? | know in game theory there is both competitive
and cooperative games, and I’'m wondering if there might be a cooperative approach here whereby
rather than trying to block access to very important data, which is what some leaders in Indonesia were
actually attempted to do during the avian flu epidemic in the 2000s, instead going the path of trying to
have CIFIUS or others condition access on the sort of fair, reasonable and non-discriminatory rate idea.

Ed You: No. | completely agree with you. You are not pushing back at all. But the problem is that, yes, |
can say stop sharing data; the problem is they are not sharing theirs. It's a one-way street.

The point is -- | call myself a recovering biochemist because my background is in biochemistry and
molecular biology before during the Bureau, and so | absolutely understand the nature of biology in
healthcare; it’s all intrinsically built upon and dependent upon the open sharing of data. But the
problem is if we are the only ones doing it, what’s the point.

| completely agree there has to be some level of reciprocity at the very least, but | think more near term
and probably more reliable -- you already touched on it -- is that, as we go into a partnership,
collaboration or contract agreement with a Chinese entity, or any other entity for that matter, go into it
with our eyes wide open. Understand what the risks are, because we’re doing so much or trying to do so
much on our end to do our due diligence, but | don’t think we are doing enough.

One, we don’t recognize what the broader risks are, and we are not able to do the same kind of
assessment on the other side understanding what when you go into a business with a country like China,
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do a really good risk assessment. What does it mean, what is the political or legal landscape of
conducting business or having an arm of your business in that kind of country.

Again, it is not just looking at privacy protection, but what’s the point if you have that and then that
particular foreign government has the authority to access that data whenever they deem it necessary.
What recourse do we have?

Go into this with eyes wide open and either through contract terms of agreement or other types of
stipulations do what you can to protect yourselves. But you are not going to go through that effort
unless you understand what the broader issues are, and that is what we’re trying to do, just trying to
push out as much broad awareness as quickly as possible.

Frank Pasquale: Thanks.
Rebecca Hines: Vickie, you have your hand up?

Vickie Mays: Yes, | do. Thank you for your presentation. | want to ask a couple of feasibility questions.
There are two issues that | am trying to understand. One is, when we do studies and we have
applications that go through our IRB, it would be very helpful if there was a way for the IRB or for the
investigator to know that if they contract with this group, X would happen, and so everybody then is
forewarned.

I’'m trying to get a sense -- It probably took you a lot to be able to track these trails. Is there any way that
we can get this information in ways in which when we are conducting research or activities we can make
sure that people are forewarned?

My second thing is, is it feasible within use agreements when we’re using a test kit, that that should be a
part of it, to tell us all of the uses that are possible and the connections between the company itself and
where that company may literally be sharing the information, even if it's de-identified, that they may be
sharing that information, so that we would know that?

Ed You: For the first part of your question, that is why | used the space race analogy, that this is an all
hands-on deck issue. We are looking at a layered approach. That means you have to have institutional
buy-in, so not only do you have to have buy-in at the administrative level, then all the way down to
whoever is developing the contracts, then all the way down to the IRBs, and to the actual Pls and even
actually to the volunteers or patients that are participating as well.

As a consumer, if this becomes your medical diagnostic, then as a consumer who is taking the time to
look at the end user agreement when you download that app to access your data and taking the time to
understand this is where your data might be going and how it might be used.

Vickie Mays: How can we get it? That’s what concerns me. The consumer | think is willing to do it, but
how can we make sure that we can get it?

Ed You: Right, and that is the thing. | am happy to report that Congress is understanding this so they
have legislation to look at this. The White House is looking at the bioeconomy as well and trying to push
out the ability to educate the population on the promise as well as some of the security challenges when
it comes to this space.
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The biggest challenge | just sort of touched on is how do we get this information out as quickly and as
broadly as possible. That’s one of the reasons why | am so grateful for the opportunity to be able to
present in forums like this. Again, thank you to Maya Bernstein for the invitation and the opportunity.

If this resonates with you all, then you are now part of the solution in helping to raise awareness. Until
we are able to get the policies in place and until we can get the National Academy’s reports out, maybe
it just starts with your direct conversation with an IRB member or with a contract officer and just start
that awareness piece going.

| am happy to report that there have been some best practices that have been implemented. | am aware
of one statewide healthcare network who made the business decision to not allow any patient data to
go overseas without first some level of risk assessment being conducted by the organization leads,
because they want to know where and when is the patient’s data going because they have determined
that that does pose a risk to their patients. And they went even beyond that. They made it so that all
their contractors, subcontractors and business associates have to abide by that business decision as
well.

So they took that step outside of any existing policy because when they heard this message and they
conducted their own risk assessment they determined this is the right move to make in the interest of
their patients.

So we are starting to get there, and | think as more and more best practices are getting developed and
implemented we need to share those as quickly as possible. It’s not just about the awareness-raising
and scaring people straight, but it’s also helping to come up with good ideas and be able to address
some of these challenges.

Vickie Mays: Thank you.
Rebecca Hines: Denise, you are still on mute.

Denise Love: Okay, | have a mute problem. Thank you for this wonderful presentation which is
overwhelming as far as action. There seems to be a proliferation of clinical trials, so, along the lines of
what Vickie was saying, are there red flag warnings that we should tell people to look for, or guidance?
Because | am at the age where I'm getting invitations all the time for clinical trials for all sorts of drugs
and agents and it seems endless.

But what should a consumer look for, or what should we tell them to look for in these?

Ed You: Something that | personally started doing and | think | really upset my physicians, is that when |
get those HIPAA consent forms -- take the time and effort to go through those lines and understand how
your data is going to be utilized.

Just anecdotally, | took the time in one of my most recent doctor’s visits and went through the HIPAA
consent form. There was one line saying that by signing this | am allowing my information to be shared
for research purposes, and it wasn’t clear exactly what usage. They just threw in the de-identification
aspect of it.

When they weren’t able to explain to me where would it go type tracking, | asked if | could opt out of
that particular part of the agreement, which threw them for a loop because they said in the two decades

National Committee on Vital and Health Statistics, March 25, 2020 31



they had been in practice, one, no one had ever taken the time to actually read the whole thing, and
two, they didn’t even realize that that was part of the agreement.

So that is a little bit of an issue. It does mean go into these things with eyes wide open as much as
possible. Because what | have done and | hope | have succeeded in, is just expanding the scope of what
constitutes risk for us as patients and as consumers.

But here is another thing | want you all to take into account, too. It is not just about us. It’s looking at
our US bioeconomy ecosystem versus like China’s ecosystem. | can tell you right now they are probably
conducting a whole slew of clinical trials, and are we ever going to see that data? Do we really know
what’s happening, what is the quality, what type of IRB review are they going through over there? |
hazard a guess -- and this might get me in the hot seat, but -- | really wonder if it is up to snuff compared
to how we do it here in the US