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EXECUTIVE SUMMARY 

Information privacy, confidentiality, and security continue to be issues of national importance. 

In the last four years, there have been substantial developments in law, legal theory, data 

analytics, privacy preserving technologies, efforts to promote novel and socially beneficial data 

applications, and public disclosures of concerning data applications. 

The National Committee on Vital and Health Statistics (NCVHS) Subcommittee on Privacy, 

Confidentiality and Security (PCS) requested this environmental scan to better understand 

recent developments in privacy, confidentiality and security issues in the health, healthcare, 

and public health sectors.1 Accordingly, this environmental scan was developed to guide PCS 

and NCVHS in identifying new major projects to pursue.1 This report is primarily focused on 

developments occurring during or after 2018. 

PROPOSED AND ENACTED STATE AND FEDERAL PRIVACY LEGISLATION 

Nationally, there are intensive efforts to address privacy and security risks in state and federal 

legislation. At the state level, momentum for new comprehensive privacy legislation is “at an 

all-time high.”2 Since 2018, five states have adopted new comprehensive privacy laws: 

California, Colorado, Connecticut, Virginia, and Utah. Four additional states—Michigan, New 

Jersey, Ohio, and Pennsylvania—have active comprehensive privacy bills under active 

consideration. Also noteworthy is the Uniform Law Commission’s Uniform Personal Data 

Protection Act, which introduces several innovative privacy provisions. 3 These innovations 

include a factor-based approach to defining allowable data uses and incorporating a voluntary 

consensus standard approach to enable the law to adapt to evolutions to data practices over 

time. 

In comparison to state activity, few new federal privacy laws have been adopted. However, 

dozens of bills have been introduced, and at least one has broad support.4 The 21st Century 

Cures Act’s regulations defining exceptions to the Act’s prohibition of “information blocking” is 

a notable exception to relative federal inactivity.5 Nevertheless, Congress has been busy 
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exploring new federal privacy legislation with over 50 federal privacy bills introduced during the 

117th Congress.4 Of these, the American Data Privacy & Protection Act (ADPPA) is considered 

the most significant and promising federal comprehensive privacy effort in the past decade.67 

However, there are still significant political challenges to overcome before the ADPPA can 

become law.8,9 

NEW PRIVACY AND SECURITY RISKS AND PROMISING POLICIES, PRACTICES AND TECHNOLOGIES 

This environmental scan explores two significant new risks to privacy and security: artificial 

intelligence and law enforcement use of private data. Artificial intelligence has evolved in a 

largely unregulated space.10,11 This has created significant alarm due to the growing reliance on 

these tools across sectors.12–14 Risks associated with artificial intelligence cross social, health, 

economic, and political dimensions.12–20 Notably, artificial intelligence processes can be opaque, 

making it difficult for consumers to understand risks or difficult for processors to evaluate the 

unintended effects of their algorithms. In particular, group harms can be pronounced in 

artificial intelligence applications.21 

Additionally, multiple high-profile stories have alarmed the public and lawmakers about the 

scope of law enforcement use of data. These include the use of commercial DNA databases to 

identify criminal suspects from the DNA of their distant relatives, 22 the criminalization of once 

legal health procedures (e.g., after the Dobbs v. Jackson Supreme Court decision, which 

overturned a long recognized federal constitutional right to abortion,23) as well as law 

enforcement using commercial surveillance tools to achieve “mass surveillance on a budget.”24 

Despite these challenges, there are many innovations in privacy policies, practices, and 

technologies. This report describes four primary approaches to contemporary privacy 

legislation: (1) the consumer protection model, e.g., notice and consent, (2) the data protection 

approach, similar to the European Union’s General Data Protection Regulation (GDPR), (3) the 

antitrust approach, i.e., focusing oversight on dominant entities, and (4) the information 

fiduciary approach, i.e., imposing legal duties of confidentiality, care, and loyalty on data 

controllers. 
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Similarly, this report describes different approaches to privacy enforcement. Each alternative 

can be consequential for the effectiveness of a given regulatory framework.25 These 

enforcement options include, (1) delegating enforcement authority to a preexisting or newly 

created agency, (2) enforcement through an individual right of action, (3) deputizing 

intermediaries to enforce standards and discipline, (4) increasing standards and associated 

penalties according to the scale of the activity or the size and sophistication of the regulated 

entity, (5) profit disgorgement, and (6) personal liability for corporate executives.25 

POTENTIAL PROBLEMS IN GOVERNANCE OF HEALTH INFORMATION 

The U.S. privacy framework is often derided as a patchwork of laws.26–31 This patchwork is both 

overly complex and under protective. The U.S. legal privacy framework is under protective 

when its sector-by-sector and jurisdiction-by-jurisdiction approach leaves personal information 

un(der)-regulated (e.g., commercial data).32,33 This sectoral approach leads to uneven 

protections that can be confusing to consumers (e.g., health information stored in a hospital 

versus health information stored in a fitness-tracking app).34 The U.S. privacy framework is also 

overly complex because of inconsistency between jurisdictional approaches. This variability 

complicates compliance. This is one reason why industry has embraced calls for a national 

comprehensive privacy law.35–39 Notably, the U.S. privacy framework might also be considered 

overprotective where it restricts popular and socially beneficial data uses.28 For example, a 2020 

national survey of U.S. adults measured privacy preferences, and it identified instances where 

socially beneficial and popular data uses might be impeded by existing privacy restrictions.40 

This environmental scan also identifies and explores important and contentious issues in 

legislative debates. These include (1) defining and regulating sensitive data, (2) preemption of 

state laws, (3) treatment of existing federal laws, (4) authorizing an individual right of action, 

and (5) the impact of privacy legislation on healthcare and public health data practices. 

In addition, developments in data science, world events, and privacy scholarship necessitate 

discussion of four additional issues. First, artificial intelligence’s anticipated risks and benefits 

warrant regulatory attention, but it presents a challenging regulatory target.11 Second, the 
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COVID-19 response exposed significant challenges and concerns in public health data collection, 

use, sharing, and governance. Third, de-identification remains a significant issue in part because 

(1) data science and reidentification methods have seemingly outgrown decade old guidance, 

and (2) new scholarly thinking on group harms raises concerns about the effect of de-

identification methods on groups. Fourth, there is increasing skepticism of the effectiveness of 

the notice-and-consent model within legal scholarship, which raises questions on the sustained 

reliance on this approach given available alternatives. 

OPPORTUNITIES FOR TIMELY ADVICE FROM NCVHS TO THE HHS SECRETARY REGARDING 
CONSTRUCTIVE ACTIONS THAT HHS AND OTHER FEDERAL DEPARTMENTS MIGHT TAKE. 

This environmental scan identifies four opportunities for timely advice to the HHS Secretary: 

1. De-identification remains a critically important issue in privacy. It would be prudent to 

re-visit the 2017 NCVHS recommendations on deidentification, which remain highly 

relevant to contemporary issues, in addition to other considerations (e.g., group harms). 

2. Recent concerns about law enforcement access to and use of private information raise 

parallel questions about whether existing law enforcement disclosure exceptions in 

some privacy laws might enable inappropriate uses. An NCVHS convening could help 

refine and identify nuance within this area. Some of the issues that could be explored in 

more detail include narrowing the scope of law enforcement exceptions and imposing 

data protection requirements on data disclosed for law enforcement purposes (e.g., 

duties of data minimization or purpose limitation). 

3. Artificial intelligence and machine learning tools are reshaping the structures of health 

care delivery as well as broader social structures, but many existing federal laws do not 

account for the fundamental difference in the scope and scale of the risks associated 

with these automated processes. A future NCVHS convening could explore the following 

issues: (1) standards and requirements for conducting algorithm impact assessments, (2) 

algorithm transparency requirements or standards, and (3) higher standards, duties, or 

penalties based on the size and sophistication of the data controller. 
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4. There are important health implications for the Federal Trade Commission advance 

notice of proposed rulemaking (ANPRM) on Commercial Surveillance and Data Security. 

Some unintended consequences could be mitigated by early communication between 

HHS and FTC to ensure that proposed rules consider the health perspectives and 

objectives. If FTC promulgates new regulations on commercial surveillance, joint 

guidance by the FTC and HHS might be needed to ensure that HIPAA covered entities 

understand their compliance obligations under both laws. A future NCVHS convening 

could explore whether timely comments or input could inform or assist the FTC 

rulemaking process and group harm considerations. 
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I. INTRODUCTION 

Information privacy, confidentiality, and security continue to be issues of national importance. 

However, these are not stagnant issues. Instead, they are issues that evolve in both their scope 

and effect. Rapid development of information technology, data science, and data analytics 

continues to strain legal data protection frameworks that change at a much slower pace. World 

events, like COVID-19, change the context and substance of public discourse, uncovering new 

applications, questions, and issues. 

In response to these challenges, industry members, privacy advocates, legal scholars, 

researchers, and legislators are continually identifying new issues and exploring potential 

solutions to an ever-changing new normal. In the last four years alone, there have been 

substantial developments in law, legal theory, data analytics, privacy preserving technologies, 

efforts to promote novel and socially beneficial data applications, and public disclosure of 

concerning data applications. This environmental scan identifies and explores the policy issues 

surrounding many of these developments; however, it should not be considered a 

comprehensive review. There are many important issues that are not fully explored here. 

Section II of this environmental scan provides an overview of significant changes in the privacy 

legal landscape and describes state and federal laws that have been enacted or proposed. 

Section III of this report identifies new privacy and security risks, focusing predominantly on 

artificial intelligence and law enforcement access to and use of private information. Section IV 

describes several promising policies and practices on these issues, including different 

approaches to data privacy and different enforcement options. Section V explores several 

challenges in the governance of health information, including existing gaps in legal protections, 

contentious issues in legislative debates, protecting data while enabling socially beneficial uses, 

and de-identification. Finally, Section VI provides four opportunities where timely advice from 

the National Committee on Vital and Health Statistics (NCVHS) could enable constructive 

actions on issues of data privacy, confidentiality, and security from federal agencies. 
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A. BACKGROUND 

NCVHS is a statutory advisory body for the Secretary of the U.S. Department of Health and 

Human Services (HHS).41 In this capacity, NCVHS assists and advises the Secretary on issues 

concerning health data, privacy, standards, statistical methods, and national health information 

policy. NCVHS also assists and advises the Department in the implementation of the 

Administrative Simplification provisions of the Health Insurance Portability and Accountability 

Act (HIPAA).41 

The NCVHS Strategic Plan establishes four strategic goals: 

1. “Improve data usability and analytic capabilities to sustain continuous improvement in 

health and well-being for all.” 

2. “Accelerate the adoption of standards to achieve the purposes of safety, effectiveness, 

efficiency, privacy, security and interoperability of health data and systems.” 

3. “Expand appropriate access and use of data while ensuring relevant safeguards.” 

4. “Improve health information and data policy by taking the long view.”42 

Within NCVHS, the Subcommittee on Privacy, Confidentiality and Security (PCS) monitors 

developments in health information privacy, confidentiality, and security, and identifies issues 

and opportunities for further investigation. In addition, PCS makes recommendations to NCVHS 

and assists HHS in its administration of the HIPAA privacy and security provisions. 

The NCVHS PCS Subcommittee requested this environmental scan to better understand recent 

developments in privacy, confidentiality and security issues in the health, healthcare, and public 

health sectors.1 Accordingly, this environmental scan was developed to guide PCS and NCVHS in 

identifying new major projects to pursue.1 This report is primarily focused on developments 

occurring during or after 2018. 
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II. SIGNIFICANT CHANGES IN THE PRIVACY LANDSCAPE SINCE 2018 

Nationally, there are intensive efforts to address privacy and security risks in state and federal 

legislation. At the state level, momentum for new comprehensive privacy legislation is “at an 

all-time high.”2 Although few new federal privacy laws that have been adopted at the federal 

level, dozens of bills have been introduced, and at least one has broad support.4 This section 

describes the laws that have been adopted and reviews innovative and noteworthy elements of 

proposed legislation at both the state and federal level. 

A. STATE POLICY DEVELOPMENTS 

1. STATE PRIVACY LAWS ENACTED 

Since 2018, five states have adopted new comprehensive privacy laws: California, Colorado, 

Connecticut, Virginia, and Utah. This section summarizes the enacted laws in those states. 

A) CALIFORNIA 

California has adopted or amended its privacy framework several times since 2018. This section 

reviews those developments with a focus on California’s comprehensive privacy framework. 

(1) CALIFORNIA PRIVACY RIGHTS ACT 

California adopted the California Consumer Privacy Act in 2018.43 Since then, it has been 

amended twice by the state legislature and a third time by referendum in 2020.44–46 The revised 

Act, titled the California Privacy Rights Act of 2020 (CPRA), becomes operative on January 1, 

2023.46 This section describes the CPRA as it will become effective in 2023. 

CPRA applies to businesses defined as those “organized or operated for the profit or financial 

benefit of its shareholders or other owners” that have annual gross revenues over $25 million 

or “annually buys, sells, or shares the personal information of 100,000 or more consumers.”47 

However, CPRA will also apply to smaller businesses if it “[d]erives 50 percent or more of its 

annual revenues from selling or sharing consumers’ personal information.”  Non-profits do not 

appear to be covered by CPRA.47 CPRA also has several large exemptions where controllers, 
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processors, or information are covered by other major federal laws including HIPAA, Gramm-

Leach-Bliley Act (GLBA), Driver's Privacy Protection Act (DPPA) and the Fair Credit Reporting Act 

(FCRA).48 

CPRA protects personal information, defined as “information that identifies, relates to, 

describes, is reasonably capable of being associated with, or could reasonably be linked, 

directly or indirectly, with a particular consumer or household.”49 HIPAA deidentified data and 

data subject to the Common Rule regulations for human subjects research are exempted from 

CPRA.50 

CPRA provides additional protections for sensitive personal information, which includes 

information on government identifying numbers, log-in information, precise geolocation, 

race/ethnicity, religious or philosophical beliefs, union membership, genetic information, 

personal communications, biometrics, health, sexual orientation, and sexual behavior.51 CPRA 

provides additional individual rights to restrict uses of sensitive information, subject to 

extensive and complex exceptions,52 and there is a specific means for consumers to opt-out of 

the distribution of their sensitive information.53 

CPRA permits data controllers and processors to engage in data practices that are reasonable 

and proportionate “to achieve the purposes for which the personal information was collected 

or processed,” or for another disclosed compatible purpose.54 However, CPRA grants 

consumers an “opt-out right” that permits the consumer to direct business not to share or sell 

their personal information.55 In addition, CPRA imposes a duty of care “to implement and 

maintain reasonable security procedures and practices appropriate to the nature of the 

information.”56 

CPRA enables enforcement through a private right of action or through state enforcement by 

the California Privacy Protection Agency. In a private action, litigants can seek injunctive relief, 

actual damages, or statutory damages between $100 and $750 per consumer per incident.56 

The California Privacy Protection Agency can seek penalties of $2,500 per incident.56,57 
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(2) THE CALIFORNIA AGE-APPROPRIATE DESIGN CODE ACT 

On September 15, 2022, California Governor Gavin Newsom signed the California Age-

Appropriate Design Code Act.58 Unfortunately, a detailed analysis of this new law was not 

completed due to its recency. However, the new law bars technology companies from “profiling 

children or using personal information in ways that could harm children physically or 

mentally.”59 According to the Associated Press, the new law requires businesses that provide 

services attractive to children “follow age-appropriate design code principles aimed at keeping 

children safe,” and companies must submit “data protection impact assessments” to the state 

attorney general before offering new services.59 

B) COLORADO 

On July 7, 2021, Governor Jared Polis signed the Colorado Privacy Act (CPA), which takes effect 

July 1, 2023.60 CPA applies to Colorado businesses or businesses that target Colorado residents 

that either (1) annually control or process data on at least 100,000 persons or (2) earn revenue 

(or receive a discount) from the sale of personal data and process or control data on at least 

25,000 persons.61 Unlike California, there is no provision for small businesses in the CPA.61 

CPA imposes several duties on data controllers. These include duties of (1) transparency62— 

"accessible, clear, and meaningful privacy notice”—(2) purpose specification,63 (3) data 

minimization,64 (4) avoidance of secondary uses65—no processing of personal data that are not 

“reasonably necessary to or compatible with the specified purposes” absent consent—(5) care 

in implementing appropriate security, (6) avoidance of unlawful discrimination,66 and (7) 

consent for processing sensitive data.67 CPA generally does not require consent for collecting or 

processing data that is reasonably necessary for or compatible with the purpose of the data 

collection.65 Colorado provides a right to opt out of “(i) targeted advertising, (ii) the sale of 

personal data, or (iii) profiling in furtherance of decisions that produce legal or similarly 

significant effects concerning the consumer.”68 

The CPA provides additional protections for sensitive data, which is defined to include 

information on race/ethnicity, religious beliefs, mental/physical health, sexual orientation, 

sexual behavior, citizenship, genetics or biometric data for identification, and data on a known 
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child.69 Colorado requires consent for data practices using sensitive data.67 Additionally, CPA 

requires that controllers and processors that process sensitive data perform a “data protection 

assessment.”70 

CPA has an extensive list of exclusions and exceptions.61 For example, CPA broadly excludes 

certain data covered by major federal laws from its scope, including data protected by HIPAA, 

GLBA, 42 C.F.R. Part 2, DPPA, Children's Online Privacy Protection Act (COPPA), and Family 

Educational Rights and Privacy Act (FERPA). 61 CPA also exempts research and some public health 

activities from its provisions.71 

CPA authorizes the state attorney general and district attorneys to bring enforcement actions. 

The available remedies are the same as state deceptive trade practices law.72 

C) CONNECTICUT 

On May 5, 2022, Connecticut became the fifth state to adopt a comprehensive privacy law 

when Governor Ned Lamont signed the Connecticut Data Privacy Act (CDPA). The Act protects 

personal data defined as “any information that is linked or reasonably linkable to an identified 

or identifiable individual” but excluding deidentified data and publicly available information.73 

CDPA applies to businesses within the state or businesses that target its residents that either (1) 

control or process data on 100,000 consumers (excluding data processing solely for payment 

transactions), or (2) control or process data on 25,000 consumers and derived at least 25% of 

their gross revenue from the sale personal data.74 However, the CDPA has a long list of 

exemptions for entities and data types. The entity exclusions include (1) government entities, 

(2) nonprofits, (3) higher education institution, (4) registered national securities associations, 

(5) entities governed by GLBA, and (6) HIPAA covered entities and business associates. Excluded 

data types include (1) health and patient information subject to various federal laws, (2) data 

subject to regulations for human subjects research protections, (3) information used for public 

health activities and purposes, (4) consumer credit information subject to FCRA, (5) data 

subject to the DPPA, (6) FERPA data, (7) data subject to the Farm Credit Act, and (8) 

employment data.74 
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CDPA establishes several consumer rights.75 These rights include a right to (1) confirm data 

processing by a controller, (2) correction of inaccurate data, (3) deletion of personal 

information, (4) data portability, and (5) opt-out of data processing for targeted advertising or 

the sale of personal data. The Act permits consumers to designate an authorized agent to 

exercise these rights. CDPA provides substantial flexibility for this designation by permitting 

agent designation “by way of… a technology including, but not limited to, an Internet link or a 

browser setting, browser extension or global device setting, indicating such consumer's intent 

to opt out of such processing.”76 

The Act imposes several obligations on controllers.77 First, controllers are required to limit data 

collection “to what is adequate, relevant and reasonably necessary” for disclosed purposes (i.e., 

data minimization). Second, controllers cannot “process personal data for purposes that are 

neither reasonably necessary to, nor compatible with,” disclosed purposes (i.e., purpose 

limitation). Third, controllers must “establish, implement and maintain reasonable 

administrative, technical and physical data security practices” that are appropriate for the data 

type. Fourth, the Act prohibits unlawful discrimination. Fifth, controllers must provide an 

“effective mechanism” for consent revocation “at least as easy as the mechanism by which the 

consumer provided… consent.”77 Sixth, controllers have additional restrictions for data on 

children between 13 and 16 years of age, including prohibitions on targeted advertising, and 

sale of personal data. Seventh, the Act provides specific privacy notice requirements for 

controllers. Eighth, controllers are required to conduct and document data protection 

assessments for each processing activity that “presents a heightened risk of harm to a 

consumer,”78 specifically including targeted advertising, sales of personal data, and profiling 

that presents a “reasonably foreseeable risk.” Additionally, controllers are prohibited from 

discriminating against consumers that exercise their CDPA rights (excepting bona fide loyalty 

programs).77 CDPA also establishes relational and contractual obligations between controllers 

and processors.79 

CDPA has additional protections for sensitive data.77 Specifically, CDPA requires controllers to 

obtain consent prior to processing these sensitive data or compliance with COPPA where the 
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data pertain to a known child. 77 The Act defines “sensitive data" to include data on (1) 

race/ethnicity, (2) religious beliefs, (3) mental/physical health condition or diagnosis, (4) sex 

life, (5) sexual orientation, (6) citizenship/immigration status, (7) genetic or biometric data for 

identification purposes, (8) personal data collected from a known child, and (9) precise 

geolocation data.73 

The state attorney general has the exclusive authority to enforce the CDPA.80 

D) UTAH 

On March 24, 2022, the Utah Consumer Privacy Act (UCPA) was signed into law.81 UCPA 

protects personal data defined as “information that is linked or reasonably linkable to an 

identified individual or an identifiable individual.”82 Deidentified data, aggregated data, and 

publicly available information are specifically excluded from the definition of “personal data.” 

UCPA regulates data controllers and processors that conduct business in Utah or targets its 

residents as consumers of products or services.83 However, it applies only to controllers or 

processors that (1) have annual revenues of at least $25 million, (2) control or process data on 

at least 100,000 consumers, or (3) derived over 50% of the entity’s gross revenue from the sale 

of personal data and control or process personal data on at least 25,000 persons. The Act has 

an extensive list of broad exemptions, including exemptions for (1) governments, (2) tribes, (3) 

higher education institutions, (4) non-profits, (5) HIPAA covered entities and business 

associates, (6) HIPAA protected health information, (7) information governed by 42 CFR Part 2, 

(8) human subjects research activities and data, (9) activities of consumer reporting agencies, 

(10) entities governed by GLBA, (11) data governed by DPPA, (12) data governed by FERPA, and 

(13) employment data. 

UCPA establishes several consumer rights. These rights include rights to (1) confirmation of 

data processing, (2) data access, (3) deletion of provided data, (4) portability, and (5) opt out of 

targeted advertising or the sale of personal data.82 The Act establishes processes for consumers 

to exercise these rights and for the controller’s response to consumer requests.83,84 

In addition, UCPA imposes obligations on processors and controllers.85 These obligations 

include contractual requirements between controllers and processors and security measures.86 
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The Act also requires that controllers provide “a reasonably accessible and clear privacy 

notice.”86 The Act creates some limited restrictions on discrimination. For example, if a 

consumer exercises a right under the Act, then a controller cannot deny a good or service, 

charge a different price, or provide products or services with a different level of quality. 

However, controllers may discriminate if consumers opt-out of targeted advertising or do not 

participate in a bona fide loyalty program.87 

The Act has specific requirements for data defined as sensitive and data pertaining to a known 

child. "Sensitive data" are defined to include data on (1) race/ethnicity, (2) religious beliefs, (3) 

sexual orientation, (4) citizenship/immigration status, (5) mental/physical health, (6) genetic or 

biometric data for identification purposes, and (7) specific geolocation data.82 Controllers that 

process sensitive data must provide consumers with a clear notice and an opportunity to opt-

out of data processing. This right to opt-out of sensitive data processing is broader than the 

consumer right to opt-out defined in Section 202, which is limited to targeted advertising and 

sale of personal data. UCPA requires compliance with COPPA for processing data on a known 

child. 

UCPA grants investigation authority for violations of the Act to the Division of Consumer 

Protection within the state Department of Commerce.88 However, the state attorney general 

has the exclusive enforcement authority for violations of the UCPA.89 A newly created 

Consumer Privacy Restricted Account is funded through UCPA civil enforcement actions, and its 

funds can be used for future enforcement activities.90 Private rights of action are expressly 

prohibited by the Act.91 

E) VIRGINIA 

Virginia adopted the Consumer Data Protection Act (VCDPA) on March 2, 2021, with an 

effective date of January 1, 2023.92 VCDPA applies to “persons that conduct business” in Virginia 

or target its residents as customers.93 However, VCDPA is limited to larger controllers and 

processors, defined as those that “control or process personal data of at least 100,000 

consumers or... control or process personal data of at least 25,000 consumers and derive over 

50 percent of gross revenue from the sale of personal data”).94 
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VCDPA broadly exempts large categories of entities and data. 95 Excluded entities include 

government entities, financial institutions subject to GLBA, HIPAA covered entities, non-profits, 

and institutions of higher education. Exempted data include, health records, data governed by 

the Common Rule regulations for human subjects research, data governed by FERPA, consumer 

credit information governed by FCRA, personal data subject to the Farm Credit Act, 

employment data, and data for authorized public health activities.95 

VCDPA enumerates several consumer rights. These rights include rights to (1) confirm data 

processing, (2) data access, (3) data correction, (4) data deletion, (5) data portability, and (6) 

opting out of targeted advertising, the sale of personal data, and profiling for decisions with 

significant consumer impacts.96 

VCDPA also imposes responsibilities and duties for data controllers. These responsibilities 

include (1) limiting data collection to what is “adequate, relevant, and reasonably necessary in 

relation to the purposes for which such data is processed,” (2) not processing “personal data for 

purposes that are neither reasonably necessary to nor compatible” with disclosed purposes, (3) 

establishing appropriate administrative, technical and physical security, (4) avoidance of 

unlawful discrimination, (5) not processing sensitive personal data without consumer consent, 

and (6) transparency and disclosure of data practices in a privacy notice.97 

Virginia does not require consent for “collection of personal data to what is adequate, relevant, 

and reasonably necessary in relation to the purposes for which such data is processed, as 

disclosed to the consumer” or for processing for those purposes or for “compatible” purposes. 

with them. 97 However, VCDPA contains additional protections for sensitive personal data. 

Sensitive data are defined to include data on (1) race/ethnicity, (2) religious beliefs, (3) 

mental/physical health, (4) sexual orientation, (5) citizenship/immigration status, (6) genetic or 

biometric data used for identification, (7) precise geolocation, and (8) data on a known child.98 

Virginia requires consent for any data practice involving sensitive data.99 Additionally, a “data 

protection assessment” is required if sensitive data are processed.100 
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VCDPA authorizes only the state attorney general to enforce its provisions. VCDPA authorizes 

injunctive relief, civil penalties up to $7,500 per violation, or both.101 

2. OVERVIEW OF STATE PRIVACY LAWS UNDER CONSIDERATION 

As of August 2022, the International Association of Privacy Professionals (IAPP) identified active 

privacy bills in 4 states: Michigan, New Jersey, Ohio, and Pennsylvania.2 In addition to these 

active bills, the IAPP identified 49 “inactive” bills in 23 additional states (AK, AZ, FL, GA, HI, IN, 

IA, KY, LA, ME, MD, MA, MN, MS, NE, NY, NC, OK, RI, VT, WA, WV, and WI).2 This volume of 

legislation suggests that comprehensive privacy legislation remains an important issue across 

many U.S. jurisdictions. This section reviews the privacy bills that were under active 

consideration as of August 2022. 

A) MICHIGAN 

The Michigan Consumer Privacy Act (CPA; HB 5989) is the sole active bill in the state.102 CPA 

broadly protects “personal data” and applies to large businesses that operate in Michigan or 

target its residents. Businesses would only be subject to CPA if they either control or process 

data on 100,000 individuals or if they control or process data on $25,000 individuals and derive 

at least 50% of their gross revenue from the sale of personal data.103 

CPA establishes new consumer rights pertaining to their data.104 These rights include (1) rights 

of transparency (i.e., for data collection, disclosure, and sale), (2) a right to opt-out of certain 

activities (i.e., sale of data, targeted advertising, profiling), (3) a right of access to their personal 

data, (4) a right to request personal data deletion, (5) a right to correct incorrect personal data, 

and (6) a right of non-discrimination for exercising privacy rights. 

CPA largely follows a data protection approach that imposes limitations and obligations on data 

controllers (see Section IV.A below). For example, the collection of personal data is limited “to 

what is adequate, relevant, and reasonably necessary in relation to the purposes for which the 

personal data are processed.”105 However, the bill permits greater personal data collection with 

consumer consent. The bill also imposes obligations to “[e]stablish, implement, and maintain 
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reasonable administrative, technical, and physical data security practices” that are appropriate 

to the volume of data and obligations to conduct data protection assessments.106 

CPA also requires consumers to provide consent prior to processing sensitive data.105 Sensitive 

data are defined to include data on (1) race/ethnicity, (2) mental/physical health, (3) sexual, 

orientation, (4) citizenship/immigration status, (5) genetic or biometric data for commercial 

uses, (6) information pertaining to a known child, and (7) precise geolocation.107 

CPA currently grants the state attorney general exclusive enforcement authority.108 

B) NEW JERSEY 

Currently there are three active privacy bills in New Jersey. One bill is comprehensive in scope 

(i.e., A505), and two bills are limited to commercial internet websites and online services (i.e., 

S332 and A1971). This section will summarize only the comprehensive privacy bill. 

The New Jersey Disclosure and Accountability Transparency Act (NJ DaTA; A505)109 broadly 

regulates the collection and processing of consumers’ personally identifiable information110 by 

data controllers and processors. Unlike other privacy bills discussed here, there are no 

provisions that limit the applications of NJ DaTA to larger controllers. However, NJ DaTA 

excludes several large categories of entities and types of data processing.111 These exclusions 

include HIPAA-covered entities, financial institutions governed by GLBA, and processing by a 

consumer reporting agency that is subject to the FCRA. 

NJ DaTA establishes several consumer data rights.112 These rights include rights to (1) opt-in to 

data collection, (2) lawful, fair, transparent data processing, (3) limited data collection, (4) 

minimization of personally identifiable data, (5) data accuracy and to request correction, (6) 

data security, (7) data access, and (8) objection to data processing (controllers have a right of 

rebuttal). 

Additionally, NJ DaTA imposes certain obligations on data controllers. Controllers must provide 

consumers with a “concise, transparent, intelligible, and easily accessible” notice describing the 
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nature of the data collection and data uses.113 There are also sections pertaining to data 

security,114 breach notification, and conducting privacy impact assessments.115 

Generally, NJ DaTA only permits data processing in six situations: (1) the consumer has 

provided affirmative (opt-in) consent, (2) the processing is necessary to satisfy contractual 

obligations with the consumer, (3) to comply with legal obligations, (4) to protect the “vital 

interests” of a person, (5) to perform a task in the public interest, or (6) to further legitimate 

interests that are not outweighed by individual rights or interests.116 

Sensitive information is subject to a general processing prohibition under NJ DaTA, unless an 

exception applies.117 Under NJ DaTA, sensitive information is defined to include information 

pertaining to (1) race/ethnicity, (2) political opinion, (3) religious/philosophical belief, (4) trade 

union membership, (5) biometric data used for identification, (6) health information, (7) and 

sexual history or orientation. Despite the general prohibition, controllers can process sensitive 

information if a consumer provides consent to processing the sensitive information, or if the 

processing is for preventive or occupational medicine, public health activities, or archiving 

purposes in the public, scientific, or historical interest. 

Enforcement authority for compliance with NJ DaTA is not expressly stated in the act. However, 

The Division of Consumer Affairs in the Department of Law and Public Safety has rulemaking 

authority for the NJ DaTA, and the state attorney general has authority to appoint (with 

consultation) the executive director of the Office of Data Protection and Responsible Use within 

that Division. 

C) OHIO 

The Ohio Personal Privacy Act (PPA; HB 376) is the sole comprehensive privacy bill active in the 

Ohio legislature.118 PPA broadly applies to personal data that is reasonably linkable to an 

identifiable consumer and processed by a business for a commercial purpose. It applies to 

businesses, including non-profits, that operate within Ohio or target its residents for goods or 

services.119 Businesses are defined to include non-profits but exclude governments. In addition, 

PPA limits its coverage to businesses that either (1) have revenues over $25 million, (2) annually 
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controls or processes personal data on 100,000 consumers, or (3) derive 50% of revenue from 

data sales, and process or control personal data on 25,000 or more consumers. 

In addition, PPA has an extensive list of exclusions, which include exclusions of certain entities, 

data types, and other activities. Entities excluded from the PPA include government entities, 

GLBA-governed financial institutions, HIPAA covered entities, and higher education institutions. 

There are broad PPA exemptions for “business to business transactions” and insurance 

activities. Health-related data are broadly excluded from the PPA, including separate exclusions 

for data protected by HIPAA, health records, patient identifying information, documents 

relating to the Health Care Quality Improvement Act, and information used only for public 

health activities. Other data exemptions include human subjects research data, data governed 

by the COPPA, consumer credit information governed by FCRA, data protected by FERPA, 

driver’s license data, and employment data. The PPA also broadly permits covered businesses 

to conduct research, cooperate with law enforcement, exercise, or defend legal claims, and 

take immediate steps to protect life. In additional to the above exclusions, the PPA broadly 

states that many PPA consumer rights do not apply to “pseudonymous data.”119 

PPA establishes several consumer rights.120 These rights include rights to (1) notice of the 

personal data that a business collects, (2) data access, (3) data portability, (4) correct 

inaccuracies, (5) data deletion, (6) opt-out of the sale of personal data or targeted advertising, 

and (7) non-discrimination for exercising privacy rights. 

In addition to establishing these privacy rights, PPA regulates the contractual obligations 

between data controllers and processors.121 These regulations include specific governance 

practices for the data subject to the contract. 

PPA gives the state attorney general the exclusive enforcement authority.122 The consequences 

for PPA violations include injunctive relief civil penalties. 
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D) PENNSYLVANIA 

Pennsylvania currently has three active comprehensive privacy bills. Two separate bills share 

the same title, Consumer Data Privacy Act (HB 1126 and HB 2202), and the third bill is titled the 

Consumer Data Protection Act (HB 2257).123–125 

(1) CONSUMER DATA PRIVACY ACT (HB 1126) 

The first Consumer Data Privacy Act (HB 1126) applies to for profit entities that conduct 

business in Pennsylvania that either (1) have annual gross revenues of over $10,000,000; (2) 

annually buys, receives, sells, or shares personal information of at least 50,000 persons; or (3) 

earns at least 50% of annual revenue from the sale of personal information.126 

HB 1126 protects personal information, which is defined as non-publicly available, identifiable 

information. The bill uses a long non-exhaustive list of identifier examples covered under the 

law. The examples of protected information include education (not FERPA) data, internet 

activity, biometrics, geolocation, and employment data.126 

HB 1126 creates several consumer data rights.127 Consumer rights under HB 1126 include rights 

to (1) transparency for data collected, sold, or disclosed, (2) requests additional disclosures 

from businesses, (3) opt-out of the sale of personal information, (4) data access, and (5) non-

discrimination for exercising privacy rights. HB 1126 provides specific protections for individuals 

under the age of 16. There are exemptions for deidentified or aggregate information. 

Individuals and the state attorney general are empowered to bring civil actions to enforce 

violations of HB 1126.128 The bill also permits the attorney general to provide advisory 

opinions.129 

(2) CONSUMER DATA PRIVACY ACT (HB 2202) 

The second Consumer Data Privacy Act (HB 2202) applies to for profit entities that conduct 

business in Pennsylvania that either (1) have annual gross revenues of over $20,000,000; (2) 

annually buys, receives, sells, or shares personal information of at least 100,000 persons; or (3) 

earns at least 50% of annual revenue from the sale of personal information.130 HB 2202 also 

applies to the service providers of businesses. 
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As compared to HB 1126, HB 2202 provides a simplified definition of personal information, 

including only information that is identifiable or can be reasonably linked to an individual 

consumer, household, or consumer device.130 HB 2202 excludes information from government 

records and information that is deidentified or aggregated. 

HB 2202 establishes several consumer rights.131 These rights include the right to (1) 

transparency of data processing, sale of personal data, and targeted advertising, (2) opt-out of 

targeted advertising, sale of personal data, and significant profiling decisions, (3) data access, 

(4) data correction, (5) deletion of personal information, and (6) data portability.131 

HB 2202 imposes several obligations and duties on businesses.132 There are numerous duties 

described in the bill. These include (1) a duty of care to “implement and maintain reasonable 

security procedures and practices”133 (2) duties of data minimization,134 (3) a duty to avoid 

secondary uses that are not necessary nor compatible with the primary data use (unless the 

consumer provides consent),135 and (4) duties of non-discrimination for exercising privacy rights 

and including compliance with federal and state law.136 Additionally, HB 2202 details specific 

requirements for consumer privacy notices and provides specific restrictions on processing 

information on someone less than 16 years old.137,138 In addition, HB 2202 imposes obligations 

on service providers, including confidentiality and security requirements as well as contractual 

obligations with covered businesses.139 

HB 2202 contains several broad exceptions that permit businesses to broadly conduct certain 

activities.140 These exceptions include compliance with legal requirements, cooperation with 

law enforcement, to collect, use, retain, sell, or disclose deidentified information, to take 

immediate steps to protect interests essential to life, and to conduct human subjects research 

(with some restrictions). 

HB 2202 gives the attorney general rulemaking authority and authorizes the attorney general to 

provide advisory opinions. Violations of HB 2202 would be considered violations of the Unfair 

Trade Practices and Consumer Protection Law and are eligible for civil penalties and injunctive 

relief.141 
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(3) CONSUMER DATA PROTECTION ACT (HB 2257) 

The Consumer Data Protection Act (CDPA) is the most substantive of the three Pennsylvanian 

bills (i.e., it is longer than the other two bills combined).123 Most of the CDPA restrictions and 

responsibilities apply to businesses that conduct business in Pennsylvania that either (1) 

annually control or process personal information on at least 100,000 individuals or (2) annually 

control or process data on 25,000 individuals and derive 50% or more of annual revenue from 

sale of personal information.142 

CDPA has several broad exclusions for certain entities and information types.143,144 The entity 

exclusions include government entities, financial institutions governed by GLBA, HIPAA covered 

entities, non-profits, and higher education institutions.143 The information type exclusions 

include several categories of health data, data from human subjects research, information used 

only for public health activities, consumer credit information, motor vehicle records, education 

records covered by FERPA, employment data, and information regulated by the COPPA.144 

CDPA provides two additional classifications of data: “identifiable private information” and 

“sensitive data.” “Identifiable private information” is information that includes at least a first 

initial and last name in addition to enumerated other types of information (e.g., SSI, driver’s’ 

license number, passport number, taxpayer ID, medical information, biometric data, financial 

account information). “Sensitive data” is defined to include information on (1) race/ethnicity, 

(2) religious beliefs, (3) mental/physical health, (4) sexual orientation, (5) gender identity, (6) 

citizenship/immigration status, (7) genetic/biometric data for identification, (8) information on 

minors, and (9) geolocation.145 

The bill provides several consumer rights.146 These rights include a right to (1) confirm personal 

data processing, (2) data correction, (3) data deletion, (4) data access and portability, and (5) 

opt-out for targeted advertising, sale of personal data, and profiling for significant decisions. 

CDPA generally prohibits any data processing that is not “expressly listed” in the bill or 

otherwise permitted by the Act.147 Additionally, controllers must limit data collection to what is 

necessary, proportionate, and compatible with permissible and disclosed purposes. CDPA 
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requires controllers to implement reasonable security practices, and expressly prohibits 

unlawful data processing, discriminating against persons for exercising their privacy rights, or 

processing sensitive data without an individual's consent. 

Additionally, CDPA imposes responsibilities and obligations on businesses and data processors. 

Businesses are responsible for making a privacy notice available that includes disclosures of sale 

of personal information and advertising. CDPA requires processors to follow data controller 

instructions, implement technical, organizational, and security measures, and abide by certain 

contractual requirements. Data controllers are responsible for conducting data protection 

assessments that weigh relevant benefits and risks, which may be subpoenaed by the state 

attorney general.148 

CDPA provides several exceptions to its restrictions. These include compliance with legal 

requirements, cooperation with law enforcement, to take immediate steps to protect interests 

essential to life or safety, and to conduct scientific or product/service development research 

(with some restrictions). Notably, CDPA consumer rights do not apply to pseudonymized data. 

The state attorney general is empowered to enforce the provisions of the Act.149,150 The bill also 

establishes a Consumer Privacy Fund, funded through enforcement, where deposited funds can 

be used to support enforcement.151 

3. OTHER STATE LAWS 

A) UNIFORM PERSONAL DATA PROTECTION ACT 

The Uniform Law Commissioners (ULC) approved their draft Uniform Personal Data Practices 

Act (UPDPA) in July 2021.3 As model legislation, the ULC has made the UPDPA available to all 

U.S. state and territorial legislatures.3 Since release, it has been introduced in three U.S. 

jurisdictions (DC, NE, OK). UPDPA applies to any person or legal entity that is a controller or 

processor of personal data. It is restricted to controllers or processors that conduct business in 

the adopting state or direct products or services to the state’s residents.152 UPDPA excludes 

government entities, but its coverage of non-profits depends on state determinations on the 

legal meaning of “conducting business.”153 Like many of the state laws above, the UPDPA has 
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size thresholds for regulated entities, but permits states flexibility to determine specific 

thresholds. Notably, the UPDPA will apply to controllers or processors of any size if they engage 

in “incompatible data practices” (see discuion below).152 UPDPA’s protects personal data that 

relate to a data subject. Deidentified data, publicly available information, and employment data 

are excluded from UPDPA.154 

UPDPA has different rules for three categories of data practices: compatible, incompatible, and 

prohibited. UPDPA allows controllers and processors to engage in compatible data practices 

without a data subject’s consent.155 Data subjects must be given an opportunity to opt-out of 

incompatible data practices156 unless the data practice involves sensitive information, in which 

case opt-in consent is required. Prohibited data practices are never permitted.157 

UPDPA has received criticism for being overly business-friendly.158 Thus, prospects of its 

adoption remain dim. However, it is worth mentioning that UPDPA contains at least three 

innovations that have not been widely adopted in U.S. privacy laws. 

First, UPDPA incorporates a factor-test for determining whether a data practice qualifies as a 

“compatible” practice (i.e., no consent required). The factors are: “(1) the data subject’s 

relationship with the controller; (2) the type of transaction in which the personal data was 

collected; (3) the type and nature of the personal data that would be processed; (4) the risk of a 

negative consequence on the data subject by the use or disclosure of the personal data; (5) the 

effectiveness of a safeguard against unauthorized use or disclosure of the personal data; and 

(6) the extent to which the practice advances the economic, health, or other interests of the 

data subject.” These factors present potential benefit and risks. The factors introduce flexibility 

into the regulatory regime, which can benefit rapidly evolving technologies like big data. 28,159 

However, the flexibility could also be (ab)used by data controllers and processors to justify 

dubious data practices.28 

Second, UPDPA expressly prohibits some data practices.157 The express prohibition of some 

data practices is a departure from the consumer-centric approach of many U.S. data privacy 

laws where a consumer’s consent theoretically permits all data practices. Notably, however, 
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UPDPA defines prohibited data practices somewhat narrowly. Some prohibited data practices 

include reidentifying de-identified data and engaging in a data process that requires consent 

without obtaining consent. 

Finally, UPDPA permits a data practice to become a “compatible” data practice (i.e., no consent 

required) through a voluntary consensus standard (VCS) process.155,160 The VCS process is a 

significant innovation of the UPDPA. A VCS is a formal standard that has been developed 

through a multistakeholder process—including industry, consumer, and public interests—and 

recognized by the state attorney general. The VCS process permits the regulatory framework to 

adapt to the evolving state of data practices without requiring lengthy legislative or regulatory 

processes. 

B) STATE REGULATING AI AND BIOMETRIC DATA PROTECTION LAWS 

Several states have introduced laws addressing specific data or data practices. For example, 

laws regulating AI have been enacted in Alabama, Colorado, and Illinois, and laws governing the 

use of biometric data have been enacted in Illinois, Texas, and Washington.161 

B. FEDERAL POLICY DEVELOPMENTS 

1. FEDERAL LAWS ENACTED 

A) 21ST CENTURY CURES ACT 

In 2016 Congress passed the 21st Century Cures Act. Among other things, the Act makes 

“Information blocking” illegal. The Act defines information blocking broadly as a practice that 

“is likely to interfere with, prevent, or materially discourage access, exchange, or use of 

electronic health information.” This law was a reaction against many business practices that 

were impeding consumer-friendly or socially beneficial uses of electronic health information, 

which were anticipated—but incompletely realized—from the 2009 HITECH Act meaningful use 

incentive program.162,163 The Act specifically described three general practices that constitute 

illegal information blocking. Those practices described in the Act are: 
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1. “practices that restrict authorized access, exchange, or use under applicable State or 

Federal law of such information for treatment and other permitted purposes” 

2. “implementing health information technology in nonstandard ways that are likely to 

substantially increase the complexity or burden of accessing, exchanging, or using 

electronic health information,” and 

3. “implementing health information technology in ways that are likely to— 

a. restrict the access, exchange, or use of electronic health information with 

respect to exporting complete information sets or in transitioning between 

health information technology systems; or 

b. “lead to fraud, waste, or abuse, or impede innovations and advancements in 

health information access, exchange, and use.” 

Recognizing that this definition is quite broad, Congress authorized HHS to promulgate 

regulations to identify specific practices that should be exempt from the prohibitions of illegal 

information blocking. In 2020, HHS finalized its information blocking exceptions. These 

exceptions include practices that relate to (1) preventing harm, (2) protecting privacy, (3) 

protecting the security of electronic health information, (4) infeasible requests, (5) health IT 

implementations to maintain or improve performance, (6) limitations on certain content or the 

manner of producing electronic health information, (7) recovering reasonable costs, and (8) 

licensing.5,164 Each of these exceptions have detailed regulatory requirements and conditions. 

These information blocking provisions within 21st Century Cures Act aims to free data from 

restrictive business practices, but there are important privacy implications. For example, the 

information blocking prohibition might help a person centralize and control their health 

information from various providers in a Personal Health Record application; however, the 

application might not be a HIPAA covered entity. Consequently, the robust privacy and security 

protections that applied to the information in the doctor’s office would be gone once the 

information is imported into the non-HIPAA covered application. Current federal efforts to 

adopt a comprehensive data protection law might address this example. 
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2. FEDERAL PRIVACY LAWS UNDER CONSIDERATION 

A) AMERICAN DATA PRIVACY AND PROTECTION ACT 

In July 2022, the American Data Privacy & Protection Act (ADPPA) passed the full House Energy 

and Commerce Committee.7 Although ADPPA is considered the most significant federal 

comprehensive privacy effort in the past decade,6 Speaker Pelosi announced that she cannot 

support the bill’s preemption of the substantive protections in state privacy laws like 

California’s.8,9 

ADPPA regulates data collection and processing by private sector entities, including both 

businesses and non-profits. Government entities and their service providers are excluded as 

ADPPA covered entities, but they might face some restrictions under the current bill as “third 

parties.”165,166 Entities regulated by HIPAA, GLBA, FERPA, the Genetic Information 

Nondiscrimination Act (GINA), 42 C.F.R. Part 2, and other federal privacy and data security laws 

are also covered by ADPPA, but they are deemed compliant for ADPPA purposes if they are 

compliant with their applicable sector-specific laws.167 

ADPPA draws on data protection principles (see Section IV.A below). For example, ADPPA 

incorporates principles of data minimization and purpose limitations that are central to the 

European Union’s General Data Protection Regulation (GDPR). The current list of permissible 

purposes under the ADPPA include purposes necessary to “provide or maintain a specific 

product or service requested by the individual to whom the data pertains,” as well as 

compliance with legal obligations, public safety incidents, and for public interest scientific 

research.168 There is no express public health permissible purpose.9 ADPPA imposes a variety of 

duties to provide consumer transparency, access, and control.169 

The draft ADPPA currently restricts the collection and use of sensitive data to what is “strictly 

necessary to provide . . . a product or service requested by the individual,” and it must be for a 

permissible purpose.170 Generally, sensitive data can be transferred only with the affirmative 

express consent of the individual.170 ADPPA defines sensitive data as data including (1) 

physical/mental health, (2) financial information, (3) biometric data, (4) genetic information, (5) 

sexual behavior data, and (6) data on minors.170,171 
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ADPPA has a variety of enforcement mechanisms. ADPPA authorizes enforcement by FTC and 

state Attorney General enforcement.167,172 Additionally, it establishes individual and class action 

remedies for compensatory damages and attorneys’ fees.173 

The ADPPA establishes rigorous requirements for de-identification.174 Notably, the data de-

identification standards under HIPAA are substantively different HIPAA. Consequently, it is 

unclear how these two standards would interact in practice. For example, it is unclear whether 

data de-identified under HIPAA would remain satisfactorily de-identified if transferred to an 

entity separately regulated under the ADPPA de-identification standard.9,174,175 

ADPPA’s preemption provisions are the most politically controversial feature of the bill.8,176 

Currently, ADPPA would preempt recently passed state laws addressing general data practices 

in the private sector.9 It does not, however, preempt other state laws, including those that 

“address health information,” or “pertain to public health activities, reporting, data or 

services.”177 

B) FTC ADVANCE NOTICE OF PROPOSED RULEMAKING ON “COMMERCIAL SURVEILLANCE AND 
DATA SECURITY” 

On August 22, 2022, the Federal Trade Commission published an advance notice of proposed 

rulemaking (ANPR) on “commercial surveillance and data security.” The ANPR—advanced on a 

3-2 vote of the FTC commissioners—solicits public comments on several different domains. 

General solicitations include the extent that consumers are harmed by commercial surveillance 

practices or lax security (especially children and teenagers), and how to appropriately balance 

costs and benefits. In addition to these, the FTC ANPR seeks specific comments on how, if at all, 

they should regulate commercial surveillance and data security. The FTC signaled interest in 

specific regulations related to (1) data security, (2) collection, use, retention, and transfer of 

consumer data, (3) automated decision-making systems (e.g., Artificial Intelligence), (4) 

discrimination based on protected categories, (5) notice, transparency, and disclosure, and (6) 

remedies. 

In their solicitation for information concerning remedies, the FTC specifically expressed interest 

in profit disgorgement as a potential remedy for violations. Profit disgorgement refers to the 
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authority of regulators to take profits accruing from unlawful activity as a penalty for violating 

the law. Importantly, it is considered a comparatively severe penalty to contemporary 

enforcement approaches. 25,178 

C) OVERVIEW OF DIFFERENT APPROACHES TAKEN BY OTHER FEDERAL BILLS 

As of May 2022, IAPP identified over 50 federal privacy bills introduced during the 117th 

Congress (not including the ADPPA).4 Many of these bills share similar features. Many of these 

bills either outline specific consumer rights (notice and consent, data correction, data deletion, 

etc.), or impose specific obligations on businesses (data minimization, business practice 

disclosure, security, heightened rules for sensitive data, reporting requirements, risk 

assessments, etc.). Several federal bills limit their application to only large entities, but the 

definition of a large entity can vary considerably bill to bill (e.g., business with data on 50 

thousand users annually versus businesses with data on 50 million users monthly). A few bills 

would specifically prohibit certain data practices, such as manipulating or misleading 

consumers, targeted advertising, or practices that promote compulsive usage. Several bills 

address specific or novel issues, including artificial intelligence and automated data processing, 

vaccination passports, protections for contract tracing data, and new rules for devices, services 

and apps that collect or use personal health data. One bill (S.3627) would create a central 

registry for consumer data deletion decisions and require data brokers without direct consumer 

relationships to register with the FTC. Another bill (H.R.2980) would establish an incentive 

program to promote cybersecurity. Some bills vest enforcement authority with the FTC. Other 

bills would create a new enforcement agency. 

III. NEW PRIVACY AND SECURITY RISKS 

A. ARTIFICIAL INTELLIGENCE AND MACHINE LEARNING 

Artificial intelligence machine learning tools present new benefits and risks. As a rapidly 

evolving technology, enacting laws that effectively mitigate risks while enabling socially 

beneficial technology applications is challenging.11 (See Section V.C). Consequently, these new 

tools have evolved in a largely unregulated space.10,11 This regulatory lacuna has created 

significant alarm due to the growing reliance on these tools across sectors.12–14 
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Real and potential risks to artificial intelligence and machine learning tools are varied and 

substantial. Economist Daron Acemoglu describes several social, economic, and political harms 

of artificial intelligence, including harms to (1) competition, (2) consumer privacy, (3) consumer 

choice, (4) excessive work automation, (5) increased inequality, (6) wage suppression, and (7) 

worsening political discourse.18 Others have cited artificial intelligence’s role in worsening 

racism, structural discrimination, and increasing inquities.12–17 Given that these harms intersect 

multiple structural and social determinants of health,19,20 it is reasonable to extrapolate that 

artificial intelligence applications could have substantial adverse health impacts as well. 

Importantly, as Acemoglu notes, these harms are likely not inherent to artificial intelligence, but 

they are derivative of the current underregulated uses of the technology.18 

The capacity of artificial intelligence to enable powerful inferences from existing data is one 

reason why it is potentially transformative for privacy risk assessments. For example, a 

database might contain information on consumer behavior or purchase history. However, 

artificial intelligence might be able to infer or predict health status, loan repayment favorability, 

labor productivity, or predisposition to undesirable or illegal behaviors among endless other 

characteristics, qualities, and dimensions. These inferences extend the predictive power—and 

importantly the risks—of a dataset beyond the content scope of its constituent data 

elements.10 

For these reasons, group harms are amplified in big data contexts. Group harms are those 

harms that adversely affect the collective interests of individuals sharing common 

characteristics.179 In many artificial intelligence applications, the inferential or predictive 

processes that are developed are subsequently used to make decisions when relevant criteria 

are present. In short, algorithms define new groups that will either receive a benefit or harm 

from algorithm-based decisions. 

Of course, the legal protections for a group will vary depending on its characteristics.21 

Wachter notes that different groups are protected differently—or not at all—by state and 

federal laws. For example, racial groups have protections under various U.S. anti-discrimination. 

Other groups identified by artificial intelligence processes might have substantial predictive 

NCVHS – January 2023 Page -34-

https://characteristics.21
https://elements.10
https://technology.18
https://discourse.18


 

       

 

     

     

    

   

  

    
  

     

    

         

     

   

        

    

       

  

     
     

    

      

 

      

       

     

     

     

  

importance but are not legally protected groups (e.g., “dog owners”).180 Moreover, other 

groups derived through artificial intelligence might be incomprehensible to humans (e.g., users 

with specific mouse movement patterns).21 Critically, data controllers might not be fully aware 

that the artificial intelligence tools that they deployed are harmful or discriminatory to groups 

or individuals. 

B. INCREASING CONCERN OF LAW ENFORCEMENT USE OF HEALTH, HEALTH-ADJACENT, AND 
COMMERCIAL DATA 

Many U.S. privacy laws have broad exemptions that permit law enforcement uses of protected 

data. Typically, a disclosure to a law enforcement agency under these exemptions will remove 

the data from the scope of the privacy law. Notably, this contrasts with the GDPR approach 

where some legal requirements will follow the data that is disclosed to law enforcement.25 

There have been multiple high-profile stories that have raised alarms about the scope of law 

enforcement use of data. In 2018, law enforcement caught the notorious Golden State Killer by 

creating a fake profile on a commercial genetic database using samples from a rape kit.22 Law 

enforcement was then able to identify the distant relatives of the suspect using the genetic 

results, which was sufficient to identify and arrest the suspect.22 Notably, the suspect did not 

willingly contribute DNA to the commercial database, but was put at risk by the participation of 

a relative.22,181 From a privacy perspective, it is important to expressly note that the individual 

consent protections relied upon by commercial DNA companies are insufficient to protect 

against the risks faced by distant relatives who share strands of DNA with the consenting 

individual. 

While these methods enabled the conviction of long cold case, a more recent example 

highlights the risk that these practices pose to victims. For example, a woman is suing the city 

of San Francisco after officers allegedly submitted her rape-kit DNA to law enforcement 

database that revealed her as a suspect of a property crime that occurred years before.182 This 

case raises concerns that these practices could discourage sexual assault survivors to seek 

assistance after their assault. 
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Similar concerns were raised following the Supreme Court decision in Dobbs v. Jackson. Dobbs 

overturned the decision in Roe v. Wade, which recognized a federal constitutional right to 

abortion.23 Since Dobbs—and the activation in state trigger laws banning or criminalizing 

abortion—there is increasing concern that data indicating that a woman is planning on seeking 

an abortion or has received a now illegal abortion will be used for law enforcement purposes.183 

The HHS Office for Civil Rights released guidance on post-Dobbs disclosures to law enforcement 

under HIPAA that mostly just clarified that law enforcement disclosures are permissive not 

mandatory.184 Notably, however, law enforcement do not need HIPAA-protected health 

information to prosecute suspects for receiving or providing health care that is now illegal. For 

example, police in Nebraska arrested a woman after discovering private Facebook messages 

that suggested that she was helping her daughter seek an abortion.183 Private communication, 

social media posts, mobile health apps, and geolocation data can all be used to infer health 

status and can be potentially incriminating for women seeking abortions.183 

In response to these new risks from clinical information, Professors Kayte Spector-Bagdady and 

Michelle M. Mello suggest that clinicians consider the medicolegal risks of documenting 

information in medical records and should ask themselves, “[w]hat information needs to be in 

the medical record to assure safe, good-quality care, buttress our claim for reimbursement, or 

comply with clear legal directives?”185 They recommend that health care providers should be 

consulted to assert physician-patient privilege and consider whether law enforcement requests 

are mandatory or merely discretionary.185 Ultimately, they argue, that broader privacy laws are 

needed to provide greater protections for those seeking care.185 

Outside of health data, there are also broader concerns about law enforcement leveraging 

“surveillance capitalism” tools and services to enhance police surveillance and law enforcement 

capabilities. For example, the Associated Press recently reported that police agencies across the 

country have been using a cellphone tracking tool called Fog Reveal.24,186 The tool allows police 

to search for “patterns of life” information derived from “hundreds of billions of records from 

250 million mobile devices,” offering “mass surveillance on a budget.”24 Similarly, several U.S. 

Senators raised alarm that U.S. Customs and Border Patrol has constructed a database of data 
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collected from thousands of Americans’ phones and “permits thousands of employees to 

search the database ‘for any reason.’”187 

IV. PROMISING POLICIES, PRACTICES, AND TECHNOLOGIES 

A. PREDOMINANT APPROACHES TO PRIVACY AND DATA PROTECTION 

Many existing and proposed privacy frameworks align with one of four primary approaches. 

The first is a consumer protection model. This is the predominant approach in U.S. privacy law. 

Under this model, individual consumers are empowered with rights pertaining to the data 

about them. These rights often include the right to consent to data collection and use, but 

might also include rights of access, portability, correction, and deletion. Some consumer 

protection models create an individual right of action to remedy (and perhaps deter) privacy 

violations. However, a private right of action is often a point of contention in legislative 

debates on new privacy frameworks. 

The second approach is a data protection approach to privacy. The European Union GDPR is the 

most recognized example of this approach. Under a data protection model, the rules governing 

data are grounded on principles concerning data collection, use, and disclosure rather than 

specific consumer rights. For example, the GDPR principles of data minimization and purpose 

limitation provide general rules for limited data collection and use.188 These principles follow 

the data in a data protection framework. This ensures that protections are not dependent on 

consumers’ omniscient diligence as data are shared and reshared. However, data protection 

approaches are sometimes criticized for being too vague and relying on general prudential 

principles rather than substantive standards.25 As another example, UDPA includes some data 

protection provisions by including enumerated “prohibited” data practices. In contrast to a 

consumer protection approach, a regulated data controller would not be able to seek an 

individual’s consent to conduct a prohibited data practice. 

A third approach to data privacy incorporates ideas from antitrust by focusing oversight on 

entities of sufficient size. Many state and federal privacy proposals limit their application to 

entities that meet certain thresholds, including but not limited to (1) having data on X number 
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of individuals in a given period, (2) having Y dollars in total annual revenues, (3) deriving Z 

percent of annual revenues from selling personal data, or (4) some combination of X,Y, and Z. 

Cohen argues that for privacy rules that target dominant actors to have a meaningful effect on 

surveillance-based business practices they would need to disrupt corporate ownership, control 

structures, and licensed data flows.25 

A fourth approach is the information fiduciary approach to data protection. First articulated by 

Professor Jack Balkin, in this approach data controllers have legal duties of confidentiality, care, 

and loyalty.189–191 Implicit in these duties is an emphasis on good data stewardship and data 

governance practices as principal protective measures. For Balkin, this approach is preferable to 

the consumer protection approach because of the asymmetry of information between data 

controllers/processors and data subjects, who must trust that data controllers and processors 

will not betray or manipulate them.190 This approach expressly recognizes the difficulties that 

individuals have in exercising their preferred privacy preferences given the complexity of issues 

and processes combined with the sophistication and opacity of large corporate data controllers 

and processors. The fiduciary duties of confidentiality, care, and loyalty must “run with the 

data,” Balkin argues, to ensure that companies who do not directly interact with data subjects 

nonetheless are obliged to act with consideration of their well-being. In the context of massive 

data controllers and processors, Balkin argues that the fiduciary duties should be applied with 

the consideration of the broader population. Professors Lina Khan and David Pozen provide 

several critiques of this approach. Among these, they argue that in corporate contexts it would 

be difficult to manage the dual fiduciary duties of shareholders and data subjects, to which 

Balkin expressly admits that this approach will require sacrificing shareholder interests in favor 

of individual privacy interests.190,192 

B. DIFFERENT ENFORCEMENT APPROACHES 

There are a variety of enforcement alternatives options for privacy and data protection laws. 

Each alternative can be consequential for the effectiveness of a given regulatory framework.25 

Some enforcement choices come with preexisting jurisdictional limitations that effect the 

impact of the law. For example, delegating enforcement authority to a preexisting agency 
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would necessarily limit enforcement to the preexisting statutory authority of that agency 

without additional grants of authority. For example, some of the bills introduced in the 116th 

Congress delegated enforcement authority to the FTC without expanding their jurisdiction over 

common carrier functions of some information businesses leaving a regulatory gap and 

potential jurisdictional conflicts with other agencies (e.g., the Federal Communications 

Commission).25 

Enforcement strategies have traditionally focused on two approaches: agency enforcement and 

enforcement through an individual right of action. For bills that rely on agency enforcement, 

some delegate enforcement authority to a preexisting agency, and others create a new agency 

or office responsible for enforcement. Either agency-based enforcement approach is 

dependent on funding. Only some bills create a fund that permits recovered enforcement 

penalties to fund future enforcement actions. 

Other bills grant individuals a right of action to sue for privacy violations. Individual rights of 

action are controversial. From the regulated entities’ perspective, an individual right of action 

opens a door to potentially endless vexatious litigation. Some privacy scholars have also 

questioned its effectiveness as both an enforcement mechanism and a deterrent. For example, 

Cohen argues that both public and private enforcement litigation cannot effectively discipline 

data practices that are widely distributed and produce group harms at scale. 

Several alternatives to these two traditional enforcement approaches have been proposed, 

some of which have manifested in proposed privacy legislation. One approach is to deputize 

intermediaries to enforce standards and discipline within information ecosystems.11,25,193 This 

approach has the potential to scale enforcement and oversight by conferring duties, 

traditionally associated with regulators, to private firms.193 

Another approach would modify the standards and associated penalties to increase with the 

scale of the data activity or the size of the regulated entity. Professor Paul Ohm argues that 

there is an orders of magnitude problem in regulating large entities.194 He argues that the scale 

of some firms or activities increases harm in a non-linear manner. For example, he argues that 
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human misery scales non-linearly, such that the harms associated with legal violations may be 

minimal at small scale (e.g., 10 victims in 10,000 users), but proportionally similar harms might 

be orders of magnitude more significant at larger scales (e.g., 1,000,000 victims in 

1,000,000,000 users).194 Accordingly, he argues that standards and associated penalties should 

increase with the scale of the activity or the size and sophistication of the regulated entity. 

In her criticism of contemporary U.S. privacy proposals, Professor Julie Cohen argues that two 

underutilized penalties are profit disgorgement and personal liability for corporate executives.25 

Disgorgement is being increasingly explored as an enforcement tool (see discussion of the FTC 

ANPR in Section II.B.2.b above). It is a comparatively severe penalty which shifts the cost-

benefit analysis of data controllers and processors by permitting the enforcement agency to 

claim all profits derived from the illegal activity as part of the remedy. Personal civil or criminal 

liability presents another comparatively severe penalty to decisionmakers within the corporate 

structure of data controllers and processors. To be effective, a personal liability approach might 

need to adapt veil-piercing mechanisms from corporate law.25 

V. POTENTIAL PROBLEMS IN GOVERNANCE OF HEALTH INFORMATION 

A. PROBLEMS AND GAPS IN EXISTING LEGAL PROTECTIONS 

The U.S. privacy framework is often derided as a patchwork of laws.26–31 This patchwork is both 

overly complex and under protective. These criticisms have led to calls for federal privacy 

legislation from both industry and privacy advocates alike.30,31,34–38,195 

The U.S. legal privacy framework is under protective when its sector-by-sector and jurisdiction-

by-jurisdiction approach leaves personal information un(der)-regulated. In particular, the 

absence of legal protections for data in commercial settings has long been criticized by privacy 

advocates. While the FTC has authority to take enforcement actions for some privacy violations 

(e.g., those that are “unfair” or “deceptive” practices), their authority has been criticized as 

“toothless.”32,33 Solove and Hartzog have described how FTC has used its enforcement actions 
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to create a “new common law of privacy” by establishing privacy standards by treating 

enforcement settlements as de facto precedents.31 

Nevertheless, the sectoral approach leads to uneven protections that can be confusing to 

consumers.34 For example, consider a patient’s electronic health record. That health record is 

maintained by a vendor that is a business associate of a HIPAA covered entity; therefore, the 

patient’s electronic health record is protected by the robust privacy and security provisions of 

the HIPAA regulations. However, if the patient requests that the covered entity export their 

electronic health records into a personal health record application controlled by the patient but 

operated by a private, non-covered entity business, then the robust HIPAA protections now no 

longer protect the same data.196 Yet, consumers might still incorrectly assume that the well-

known health privacy law still applies.197 The same regulatory gap exists for health data 

collected and processed by commercial entities, like fitness tracker apps, menstrual trackers, or 

social media communities relating to health conditions. Parasidis, Pike, and McGraw cited the 

regulatory inconsistency of health data in their 2019 call for a new Belmont Report to govern 

processing of health data in all contexts.34 

The U.S. privacy framework is also overly complex. Jurisdictions—responding to the regulatory 

gaps describe above—have begun enacting their own privacy laws. However, these 

jurisdictional approaches are not always consistent. This jurisdiction-by-jurisdiction approach 

complicates the existing sector-by-sector approach of many privacy laws.26,29,30,35–37,195,198–200 All 

this variability makes compliance exceptionally difficult, especially for large data controllers and 

processors. This is one reason why industry has embraced calls for a national comprehensive 

privacy law; they hope such a law would simplify compliance even if it imposed stringent 

requirements.35–39 

Notably, while the U.S. privacy framework is under-protective in some respects, it might be 

overprotective in other aspects. For example, a privacy law might be considered overprotective 

when it restricts popular and socially beneficial data uses.28 For example, a 2020 national survey 

of U.S. adults measured privacy preferences relating to the secondary use of identifiable 

personal data.40 The survey measured respondents’ comfort with 72 different data use 
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scenarios with variations on the data processor (i.e., government, business, non-profit, and 

university), data type (i.e., health data, education data, government program data, and 

commercial data), and data use purpose (i.e., research, profit-driven, law enforcement, 

marketing, and promoting population health). Ironically, the survey results suggest that the U.S. 

public is most comfortable with a university using identifiable education records for promoting 

population health—a use that is restricted by FERPA—and least comfortable with businesses 

using commercial data for profit—a use that is subject to relatively loose oversight.40 This 

represents one example where privacy protections might impede a data use or practice that is 

both socially beneficial and popular. 

B. SPECIFIC ISSUES IN PRIVACY POLICY DEBATES 

1. DEFINING AND REGULATING SENSITIVE DATA 

Different types of data can be associated with different types and magnitudes of harm. For 

example, data describing patients’ HIV status might carry increased risk of stigmatization 

harms.201–203 For this reason, some privacy laws provide heightened privacy protections for 

sensitive information (See Section II). 

However, additional privacy protections may come at an unanticipated cost. For example, there 

are good reasons to have heightened protections for data containing information on race and 

ethnicity. These data can facilitate invidious and insidious structural discrimination and 

racism.12–15 This is a magnified risk where automated data processing algorithms identify 

existing disparities and inequities as good predictive criteria and reinforce them through new 

automated decision-making processes. However, over-protecting race and ethnicity data can 

have an unanticipated effect of hiding existing disparities and inequities through inadequate 

reporting for vulnerable groups (see discussion of data genocide in Section V.E.1 below).204,205 

In many cases, communities have demanded a right to be counted, arguing that knowledge of 

harm empowers communities to advocate for remedies (See Section V.F.2).205,206 
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2. PREEMPTION OF STATE LAWS 

Preemption is a critical issue in current federal privacy debates.8,175 Industry representatives 

currently push for aggressive preemption because they stand to benefit from a simplified 

regulatory regime, regardless of whether the new protections are more stringent than the 

preempted laws.35,36,38,39 Without preemptive provisions, a new federal law only complicates 

already complicated compliance systems. In contrast, privacy advocates in some states have 

fought long and hard political battles for certain privacy protections, and they do not want to 

lose those protections to a preemptive federal law. For example, Speaker Pelosi recently came 

out against the bi-partisan ADPPA because it preempted some of the substantive protections in 

California’s comprehensive privacy law.8 

The ADPPA—described as a consensus bill—is a useful example of compromise in 

preemption.207 The July 22, 2022 version of the ADPPA generally prohibits all comprehensive 

state privacy laws, but expressly preserves enforcement actions by the California Privacy 

Protection Agency and the CPRA’s individual civil action provisions.56,177 The ADPPA also 

preserves various non-comprehensive state privacy laws, including law pertaining to the privacy 

of health information and HIV status.177 These extensive and detailed exceptions suggest that 

preemption is a tricky issue requiring careful consideration and compromise. 

3. TREATMENT OF EXISTING FEDERAL LAWS 

In current national comprehensive privacy debates, there are open questions about what to do 

with existing federal privacy laws. On one hand, a comprehensive privacy law could replace 

existing federal laws—eliminating the currently derided “patchwork”—and provide a single set 

of standards across sectors. This would be a similar approach to the European GDPR. However, 

this would be a substantively more difficult political and legislative task, and achieving 

consensus may require a different approach. As noted by Stacey Gray, Director of Legislative 

Research and Analysis at the Future of Privacy Forum, “I have not spoken to anyone at the state 

or federal level that is interested in reopening and renegotiating HIPAA.”175 Consequently, it is 

likely that any future federal privacy efforts will focus on filling holes within the existing 

patchwork of laws rather than replacing the patchwork. 
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If existing federal laws are left in place by future federal comprehensive privacy legislation, 

there at least four approaches to accommodate those laws. First, a new comprehensive privacy 

law could be carefully crafted to avoid overlapping protections; however, this approach is 

usually not practical due to the broad definitions of protected data and covered entities typical 

of comprehensive bills. Second, a new comprehensive privacy law might exempt entities 

covered by other privacy laws; however, this approach can be problematic if certain entities are 

subject to some parts of a federal privacy law, but engage in other underregulated activities.175 

For example, Amazon is a HIPAA hybrid entity, so it could be exempted from coverage of a law 

that exempts entities subject to HIPAA.175 Third, the new comprehensive law could exempt 

data that are subject to protections under another federal privacy law. According to Stacy Gray 

of the Future of Privacy Forum, exempting already covered data is preferable to exempting 

already covered entities. Fourth, a new comprehensive privacy law, can deem entities 

compliant with the new law if they are compliant with an existing law. This has the effect of 

“two-ply” protection whereby an entity is subject to penalties under both laws but only needs 

to comply with one.28 Both the ADPPA and the UPDPA use this two-ply approach to existing 

federal laws.177,208 

4. INCLUSION OF AN INDIVIDUAL RIGHT OF ACTION AS AN ENFORCEMENT APPROACH 

Another major point of contention in national privacy debates is the inclusion of an individual 

right of action against data controllers and processors.175 Including private rights of action in 

legislation is often a key priority for privacy advocates, but it is vigorously opposed by many in 

industry. Notably, some privacy scholars are critical of private rights of action as a principal 

enforcement mechanism.25 For example, although Cohen acknowledges the value and 

important role of enforcement through litigation, she notes that privacy litigation has serious 

limitations as a primary enforcement mechanism, saying “because enforcement litigation is 

predominantly atomistic in its identification and valuation of harms, it cannot effectively 

discipline networked phenomena that produce widely distributed, collective harms manifesting 

at scale.”25 
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5. IMPLICATIONS OF FUTURE PRIVACY LEGISLATION FOR HEALTH CARE AND PUBLIC HEALTH 
INFORMATICS 

As health care and public health informaticists increasingly focus on social, economic, and 

structural determinants of health, they are increasingly exploring the use and combination of 

non-traditional and cross-sectoral data.19,200,209–213 Critically, however, public health exceptions 

are relatively rare in privacy laws.26,28,200 The absence of these public health exceptions 

reinforces the legal and policy barriers for public health data sharing.214–216 Including public 

health data use exceptions in comprehensive privacy legislation might be required to enable 

anticipated health benefits of big data and health information technology.28,217 

C. ARTIFICIAL INTELLIGENCE, MACHINE LEARNING, AND BLACK BOX DATA 

PROCESSING 

Artificial intelligence and machine learning refer to the algorithms that assist processes and 

decision-making by optimizing performance using a predetermined set of outcome criteria. For 

example, an advertiser might want to identify customers most likely to purchase a product. A 

data processor might use artificial intelligence to identify a consumer profile that has a high 

probability of purchasing the product using a large dataset of consumer attributes and 

purchasing history. The algorithm would sift through potentially millions of consumer attributes 

and build a profile that maximizes the association of attributes with purchasing the product (or 

similar products). The attributes the algorithm ultimately identifies could be incomprehensible 

to the human developer (e.g., computer cursor movement patterns), yet have tremendous 

predictive power.21 In this example, the developer defines the desired outcome criteria, and the 

machine learning process uses the available data to get there. 

Artificial intelligence and machine learning are often referred to as black box processes because 

they are inherently opaque. The ultimate decision-making criteria are determined by 

automated algorithmic processes, and it might not be immediately clear whether the artificial 

intelligence-driven decisions are equitable or what groups are affected. This section addresses 

some of the opportunities and challenges posed by these technologies in the domains of 

privacy and confidentiality regulations. 
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Similar processes can be used in health contexts. Artificial intelligence can identify patient 

profiles that—based on data attributes in patient medical history, genomics, present 

biomarkers, and gut biome—determine which treatment option has the greatest likelihood of 

success (i.e., precision medicine). Similarly, artificial intelligence algorithms can identify patient 

cohorts suitable for pragmatic clinical trials, inform clinical decision support tools embedded in 

electronic health records, and identify relevant scientific literature pertaining to a given 

patient’s condition (i.e., dimensions of a learning health system).218–224 

However, artificial intelligence can also exacerbate inequities. For example, a health system 

might employ artificial intelligence tools to help evaluate locations for a new clinic location. If 

the algorithm maximizes profitability as an outcome criterion (without constraints or 

countervailing criteria) the algorithm might identify locations in affluent areas, where residents 

tend to have higher-reimbursing private insurance plans. At scale, this might mean that socially 

and economically underserved communities are continually overlooked, ensuring greater 

disparities and inequities for these populations. 

1. RAPID TECHNOLOGICAL ADVANCEMENTS MAKE A MOVING REGULATORY TARGET 

Across domains, technological innovation tends to far outpace the ability of regulators to 

manage new and emerging social issues and risks.225 Artificial intelligence, machine learning, 

and big data analytics generally are not immune from this phenomenon. For example, in 

Solove’s criticism of the UPDPA, he argues that it was “obsolete on arrival.”158 The part of the 

difficulty in regulation stems from definitional challenges. Developers, scientists, and regulators 

have all struggled to define what constitutes activities like “big data” or “artificial intelligence.” 

Additionally, the scope of potential applications is virtually unknowable, further challenging 

regulators’ ability to adequately balance risks and benefits within a static regulatory 

framework.226,227 Artificial intelligence and machine learning algorithms have enormous 

potential to identify and solve new challenges as well as improve efficiencies within health 

systems. For example, artificial intelligence processes are likely to serve as the algorithmic 

backbone for learning health systems, precision health care, and precision public health.209– 
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211,218,221,228 However, there are concerns that artificial intelligence can contribute to individual 

and collective harms. Regulators have the challenge of creating rules that balance mitigation of 

existing and potential harms, while enabling existing and potential benefits. This balance is a 

substantial challenge for a rapidly evolving technology like artificial intelligence.11 

Risks of unintended consequences from well-meaning regulatory approaches compound this 

challenge. For example, civil rights groups have pushed for greater civil rights protections in 

federal privacy legislation.229 As an example, race and ethnicity data are classified as sensitive 

data in a recent draft of the ADPPA.171 There are legitimate reasons to protect these data, as 

race and ethnicity data can facilitate structural inequities. However, there is a risk that strict 

protections could inhibit the use of race and ethnicity data to discover, understand, or address 

existing structural inequities.10 In other words, what is not counted, does not count.206 Given 

that many artificial intelligence applications are still nascent, many potential risks and benefits 

are still unknown. Consequently, existing (or future) privacy frameworks could unintentionally 

exacerbate a risk or inhibit a benefit of artificial intelligence. 

D. PROTECTING DATA WHILE ENABLING ETHICAL USES 

Legal privacy and data protections sometimes come into tension with collective interests when 

protections for individual rights inhibit socially beneficial activities.28,230,231 For example, 

Professors Jane Bambauer and Brian Ray noted that technological efforts to track COVID-19 

infections were hindered by “state and federal governments (as well as influential private 

firms) . . . prioritizing a fetishized notion of individual privacy over collective public health.”232 

They asserted that singular focus on consumer rights (i.e., individual privacy, opt-in 

requirements) led to critically flawed platforms, “destined to be useless.”232 In contrast, the 

South Korean government integrated multiple data sources—including geolocation, 

transaction, closed-circuit recording, facial recognition—to supplement traditional contact 

tracing efforts.232 Professor Alan Rozenshtein asserts that mandatory “digital disease 

surveillance” is valuable but stops short of an endorsement, arguing that “dangers to privacy, 
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liberty, and equality” are ever present, and “there is no guarantee that such surveillance will be 

well designed.”233 

Regardless, many ethicists have noted that in some situations individual interests must give way 

for collective well-being.216,234–241 Ensuring that the tradeoff between individual and collective 

interests is ethically sound can be challenging. One approach is to seek a “social license” from 

relevant communities or groups. Social license refers to the informal permission given by a 

community to a public or private entity to engage in a specific activity.242 In big data contexts, a 

social license provides legitimacy to collect, use, or share data within relevant communities as 

well as help to establish credibility and trust between communities and data processors.243 

Social license is often developed through careful and appropriate community consultation and 

engagement. 244,245 For example, the World Health Organization cites community consultation 

and involvement in decision-making as one way to support ethical surveillance activities.234 

It is important, however, to acknowledge that many of the scandals and abuses that impelled 

the development of the canons of bioethics were conducted by physicians and researchers 

under the false aegis of social benefit.246–250 Consequently, there are good reasons to be 

cautious about legal approaches that liberally permit a subordination of individual rights 

without appropriate conditions and guardrails.234,251 

1. RECOMMENDATIONS FOR PANDEMIC SURVEILLANCE 

Bambauer and Ray argue that a pandemic-driven data surveillance system should have four 

essential elements.232 First, they argue that a pandemic surveillance system should be a 

“springing data repository” that is automatically authorized and activated upon a pandemic 

declaration. This “springing data repository” would include a data collection program that 

incorporates the functions and flexibilities of commercial technologies. Second, they argue that 

the pandemic surveillance system should incorporate robust access limitations. These 

limitations should be restricted to permit only public health activities and should expressly 

restrict redisclosure of data and specifically prohibit law enforcement use of data. Third, 

Bambauer and Ray argue that the system should be transparent by design to enable open 
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public scrutiny, including available source code, access logs, and recorded non-routine uses of 

the system. Finally, they argue that a pandemic surveillance system should have an automatic 

sunset provision that terminates the system when the need for it no longer exists. 232 

2. DATA SHARING BETWEEN FEDERAL, TRIBAL, STATE, AND LOCAL PUBLIC HEALTH PARTNERS 
DURING THE PANDEMIC 

U.S. public health responsibilities are divided between local, state, tribal, and federal partners. 

Each of these partners have legitimate and often overlapping authority and governmental 

interests. Perhaps as result, data sharing between these partners encountered substantial 

friction during COVID-19 response, straining inter-governmental and inter-agency 

relationships.204,252,253 

In the case of syndromic surveillance, the data use agreements (DUAs) between the CDC and 

state/local partners impeded the response to COVID-19 by restricting federal access to HHS 

region-level syndromic surveillance data.251,252,254,255 Under these restrictions, for example, 

federal National Syndromic Surveillance Program (NSSP) personnel – cannot distinguish, 

whether an observed increase of a syndrome in HHS Region 10 is (1) an isolated event in 

Washington, (2) unrelated, but similar, events in Washington and Alaska, or (3) related events 

in Washington and Oregon.251,252,255 These access restrictions are despite maintaining these 

data for all state and local NSSP participants. In an apparent exercise of emergency authority, 

the White House COVID-19 Task Force obtained access to all COVID-19 NSSP data in early 

2020.256 Although the federal government was able to bypass these policy barriers, the decision 

left some state and local epidemiologists feeling that the agreed upon DUA policies were 

“thrown out the window.”252,253 

Inter-governmental data sharing issues were also experienced by tribal public health partners. 

In a 2021 report, the Urban Indian Health Institute equated deficient data collection and data 

sharing with tribal public health organizations and Tribal Epidemiology Centers with data 

genocide of American Indians and Alaskan Native (AI/AN) populations.175,204 The report argues 

that inequitable systems that suppress, misclassify, or fail to collect certain minority population 

data “have inhibited representation of AI/AN in public health surveillance systems resulting in 
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deficit-based data and invisibility through data erasure.”204 By not counting (or reporting) these 

communities, the report argues that the disproportionate and inequitable impact of COVID-19 

on these communities was hidden from public view.204 The report makes several 

recommendations for improving public health surveillance, including (1) mandating and 

enforcing the collection of race/ethnicity data, (2) providing additional resources for public 

health surveillance, (3) standardizing race/ethnicity data collection, (4) avoiding homogenizing 

categories like “other” or “multiracial,” and (5) disaggregating “multiracial” categories.204 

Notably, some of the most potent public health data sharing barriers are relationships and trust 

between partners, in addition to legal and policy barriers.257 Critically, the relationships and 

trust between federal, tribal, state, and local partners was shaken during the COVID-19 

response.175,204,252 One key informant to a 2021 study by the Council of State and Territorial 

Epidemiologists noted: 

“There's been such a lack of trust that has been reinforced during [the COVID-19] 
response. I think it's actually going to be harder rather than easier [to permit 
greater federal access to state or local data]. I say that anyway because I think 
the NSSP program itself, in its current form, and I think it's probably important 
that this gets documented, has been an amazing steward of the data, but the 
system around it has become less trustworthy and I think the system around it 
and the system, the way that the response has worked with the states, is now 
going to impact the program's ability to do its best work. So, in today's world, 
CDC has become less and less willing to really talk to states in pre-decisional ways 
and help states understand this data is driving this decision, and there's been a 
much larger tendency for CDC to make decisions and then just inform states 
about it in this response. And so, I think pre-COVID, it actually would have been 
easier rather than harder to implement some of these changes right now, in a 
way that the states felt good about.”252 

As a result of these trust issues, any new policies that facilitate greater public health 

data sharing among public health partners might require substantial guardrails to 

ensure that any shared data is used only for appropriate public health purposes.251–253 
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E. SUFFICIENCY OF DE-IDENTIFICATION AS A PROTECTIVE MEASURE 

There are two principal reasons to de-identify data. First, a data controller might de-identify a 

dataset to comply with a legal standard. Once legally de-identified, the legal protections 

applicable to the data might be reduced, permitting the data controller to use the de-identified 

data in ways that might not otherwise be permitted with more identifiable data. Second, data 

might be de-identified as an ethical precaution. In this case, the data are de-identified to reduce 

the potential risks to the data subjects, but the de-identification might not be legally required 

for the desired purpose. Neither of these examples describe mathematically de-identified 

data.258 

Legal de-identification standards demarcate when less stringent legal protections apply to the 

data (if any). These reduced protections are justified by the theoretically reduced risks of 

identification to data subjects. However, there is an ongoing “arms race” between technical 

methods of de-identification and re-identification.175 Increasingly sophisticated methods of re-

identification now call into question whether dated legal de-identification standards sufficiently 

protect data subjects to justify reduced legal restrictions. The HHS Office for Civil rights last 

provided guidance for de-identification in 2012.259 Since then there have been calls and 

recommendations for updated operational guidance on de-identification methods.175,260 For 

example, nearly every panelist on the NCVHS July 2022 full committee meeting cited ongoing 

issues with de-identification. Importantly, NCVHS provided 12 recommendations to HHS to 

improve de-identification practices in 2017; however, no apparent actions based on these 

recommendations were taken. 

Notably, some ethicists have begun to question the focus on de-identification as a data 

protection. For example, Megan Doerr of Sage Bionetworks has argued for the “need to 

dispense with the theater of anonymity” and acknowledge that some data are inherently 

identifying (e.g., location data).261 In these contexts, she argues, de-identification is the wrong 

approach to mitigate harms. In contrast, building or establishing a “social license” for data 
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collection and use might be more appropriate and protective than de-identification, which is 

vulnerable to continually evolving re-identification methods.261 

1. GROUP HARMS FROM DE-IDENTIFICATION 

The assumption that de-identification reduces risks by rendering a data subject more difficult to 

identify can be questioned in big data contexts.262 For example, often the objective in big data 

applications is to gain insights about groups of people with similar characteristics.262 While 

some of these group insights can be helpful, others can contribute harm to groups and the 

individuals within them. De-identification cannot eliminate these group risks and might 

aggravate them. De-identification choices can affect how data are interpreted by affecting how 

data can be aggregated and summarized. For example, truncating ZIP codes restricts geographic 

units of analysis into certain groups. Similarly, aggregating data by racial groups could facilitate 

erroneous stereotypes. Alternatively, suppressing racial groups due to a “low cell size” can 

systematically suppress critical information about that group.204 While de-identification might 

protect the individual data subjects, it affects the analysis—and the associated risks—to the 

groups that the data subjects belong to.262 

F. INCREASING SKEPTICISM OF CONSENT AS A SUFFICIENT PROTECTIVE 

MEASURE 

Historically, U.S. privacy laws have focused on mitigating individual harms experienced by data 

subjects.10,263 This focus reflects the influence of the foundational canons of bioethics— 

including the Declaration of Helsinki250 and the Belmont Report.248 These foundational 

documents established the central tenets of bioethics and emphasized the principle of respect 

for persons.28 In practice, informed consent became the primary tool to support individual 

autonomy and respect for persons. In the context of established certain relationships—such as 

researcher-patient or physician-patient relationships—informed consent requirements can be 

powerful protective measures. 

However, contemporary data protection laws’ reliance on consent (i.e., consumer protection 

models) are coming under increasing scrutiny.10,25,264,265 For example, Cohen argues “[t]he 
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continuing optimism about consent-based approaches to privacy governance is mystifying, 

because the deficiencies of such approaches are well known.”25 In the recent ANPR, the FTC has 

acknowledged some of these deficiencies noting that “the permissions that consumers give 

may not always be meaningful or informed,” and FTC has sought information on what opacity  

“mechanisms” are used to obfuscate disclosures concerning data practices.266 For example, the 

FTC and some states have grown increasingly concerned with “dark patterns” or user interfaces 

designed or manipulated to subvert or impair user autonomy, decision-making or choice.73,266 

Recognizing these deficiencies, Solove notes “[m]odern laws have been moving away from the 

notice-and-choice approach, and even those that adopt it at least make some attempt to reign 

it in or otherwise make it less noxious.”158 This section reviews some of the challenges and 

criticisms of the traditional “notice and consent” consumer protection model and describes a 

few recommendations for addressing these issues in the law. 

Generally, consumers’ attitudes reflect a preference for limiting the collection of their personal 

information and a skepticism of sharing of their information with third parties.28,267–270 Certainly, 

privacy attitudes vary within populations and can be shaped by consumer experience.271,272 

However, mounting evidences suggests that notice and consent approaches might only provide 

illusory control. For example, a substantial body of evidence documents an incongruence 

between consumers’ stated privacy attitudes and their privacy behaviors. Specifically, this 

“privacy paradox” is a phenomenon where individuals might have strong privacy concerns, yet 

often they will casually give personal information if requested even where the benefit is a de 

minimis benefit.273–276 

However, the privacy self-management required under notice and consent privacy laws has 

both structural and substantive complexity challenges. For Solove, the observed privacy 

paradox reflects a structural problem rather than consumer inconsistency.265 Solove argues 

that the time cost required to assess each privacy option presented to a consumer is 

massive.265 Others argued that even well-crafted privacy notices and interfaces are unlikely to 

help consumers if consumers are faced with hundreds of privacy notices annually.25,277,278 
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Solove argues that the privacy self-management approach (i.e., notice and consent) “is being 

tasked with doing work beyond its capabilities.”265 

Other legal scholars have questioned whether lay consumers are able to fully comprehend the 

analytical complexity, and increasing sophisticated algorithms, of big data processes—as well as 

all associated implications—that are described in company privacy policies.10 For example, a 

consumer might not fully appreciate the significant inferences that can be made from personal 

data that indicate that they play video games, own a dog, or click their mouse compulsively 

might affect the terms of a car loan that they receive.21 Nonetheless, sophisticated artificial 

intelligence and machine learning algorithms might enable companies to use otherwise 

innocuous information to make powerful predictions that put consumers at risk of loss or 

harm.21 According to Professor Alicia Solow-Niederman, “[m]achine learning analytics make it 

practically impossible for an individual to determine how data might or might not be significant 

or sensitive in a future setting.”10 Moreover, the protection from a notice-and-consent model 

often fails to account for how publicly available information may be combined with protected 

data using complex and opaque machine learning to profile persons who have not consented to 

being profiled.28,279 

Even the most sophisticated consumers might be unable to fully weigh the risks and benefits 

needed for truly informed consent. While the notice and consent approach was developed to 

promote individual autonomy and mitigate individual harm, Solow-Niederman argues individual 

rights to opt into or out of data collection or subsequent uses won’t help if there are flaws in 

the individual control model to begin with.”10 

1. AN INFORMED CONSENT BLIND SPOT: GROUP HARMS 

Informed consent rights rest on the assumption that risks and benefits are best evaluated by 

the affected individuals. Accordingly, informed consent works best as a protective measure 

when the risks and benefits of a data activity are easily understood by data subjects. This 

permits data subjects to balance all factors and take personal values in consideration, 

ultimately deciding if the benefits outweigh the potential risks for the individual. However, the 

reliance on notice and consent protections inherent in the consumer protection model largely 
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overlooks the risks and harms experienced by the groups data subjects belong to.10 

Increasingly, big data analytics implicates risks and harms that accrue to groups. These types of 

risks are not adequately accounted for where notice and consent is the primary protective 

mechanism for individual privacy, including research contexts.280 Megan Doerr of Sage 

Bionetworks has noted that for many types of data and processing, individuals are “never truly 

alone” and individual consent may be insufficient where an individual’s data might provide 

insights for others.261 

For example, an individual who consents to genetic research could face de minimis individual 

risk, but the research activity might develop insights about a group the individual belongs to 

that could result in substantial group harms. For example, the individual’s genetic data can be 

collected with minimal risk, but the insights from the genetic data can have extensive effects on 

the individual’s family, community, and culture.281 Often these types of collective harms are 

undervalued by individuals.25 

Moreover, the complexities of modern data analytics strain the capacity of even the most 

sophisticated individuals to fully understand implications of their “consent.”10 Methodological 

opacity and complexity impedes informed or meaningful consent.10 For example, many 

Facebook users likely did not appreciate that the broad consent they provided enabled 

widespread emotional experimentation on vulnerable users.282 For an individual to protect 

against group harms by withholding their consent, the individual must have awareness of the 

group(s) they belong to and have the capacity and willingness to weigh those group harms and 

benefits alongside their individual risks and benefits. The consumer protection approach to 

privacy “assumes that it’s possible for a person, at the time that they are presented with a 

privacy policy, to assess the consequences that might flow from releasing personally 

identifiable data.”10 The consumer protection approach risks being under-protective when it 

does not account for how data might be used about consenting and non-consenting data 

subjects.28 

Importantly, group harms can extend beyond the specific scope of the data being analyzed.262 

For example, a researcher investigating school performance reports only student performance 
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data aggregated at the school level to protect individual students. While reported data concern 

only specific schools, the neighborhoods around badly performing schools could experience 

decreasing property values and increasing community stigma. Critically, the harmed 

neighborhood residents were not the focus of the study, so they might not have had the 

opportunity to communicate their concerns with the researchers. Similarly, an individual who 

provides consent for a data activity could enable harms that accrue to external groups.262 

Indeed, much of big data predictive analytics is focused on deriving insights from a sample to 

make predictions about a much larger group or population. In the notice and consent paradigm, 

the sample population might have been afforded the opportunity to decline participation in the 

development of the algorithm. However, a much larger group or population might become 

subject to the risks and benefits of the developed predictive algorithm or profile without 

necessarily providing consent. Professors Solon Barocas and Helen Nissenbaum describe this 

dynamic as the “tyranny of the minority.”283 

2. RIGHT TO CONSENT AND THE RIGHT TO BE COUNTED 

Some ethicists have argued that another individual right often countervails a right to consent to 

data use: the right to be counted. For example, Professor Amy Fairchild has argued that 

individuals and the communities they belong to have a right to be counted.206 She argues that 

information can empower individuals and communities to act. For example, assume an industry 

is harming a community through environmental contamination. The harm will likely continue if 

it remains unknown. However, once the harm is discovered (e.g., through epidemiological 

study), the discovery empowers the individuals within that community to act to seek new 

regulations, sanctions, penalties, or remedies in response to the harm (as what occurred in 

Love Canal, NY).284 

Similarly, the act of counting informs important resource allocations. As a corollary, inequitable 

counting begets inequitable resource distributions.262 Left unchecked, inequitable counting can 

contribute to “data genocide”, whereby the undercounting of a particular group contributes to 

systemic exclusion of a group (and eventual extermination).204 For example, the Urban Indian 

NCVHS – January 2023 Page -56-



 

       

 

     

     

   

    

    

     

       

      

        

    

     

     

    

      

   

     

     

      

 

     

     

     

   

       

  

   

    

Health Institute asserted that deficient reporting and sharing of COVID-19 surveillance data 

with tribal communities amounted to data genocide of AI/AN populations.204 

3. THE INFORMATION FIDUCIARY MODEL TO DATA PRIVACY 

The information fiduciary model is one emerging alternative to the “notice and choice” 

paradigm.189,190,192,285,286 Professor Jack Balkin describes the model as a “movement to viewing 

privacy in relational terms of trust and trustworthiness.”190 According to Balkin, the fiduciary 

obligations are derived from “social relationships, and the power and vulnerability inherent in 

these relationships,” regardless of whether those relationships are doctor-patient or teenager-

Facebook.190 Balkin contends that the information fiduciary approach is necessary to address 

the problems created by information capitalism, namely the vulnerability and dependence of 

consumers on large data controllers and processors.190 

In the information fiduciary model, data controllers and processors of personal data have three 

fiduciary duties: care, confidentiality, and loyalty. Balkin argues that these duties should “run 

with the data,” which might require a separate duty to “vet” data partners and downstream 

data processors.190 In particular, the duty of loyalty requires that data controllers and 

processors act in the data subjects’ interest and “means that digital companies may not 

manipulate end users or betray their trust.”190 However, the duty of loyalty extends beyond the 

individual to the broader public as Balkin describes it. He argues that “large platforms like 

Facebook, Google, and Amazon have so many end users that a requirement that they must act 

in the interests of their end users effectively requires them to act in the interests of the public 

as a whole.”190 Consequently, it is possible that the information fiduciary approach might be 

amenable to the group harm considerations discussed above. 

4. CONSUMER PROTECTION VERSUS DATA PROTECTION 

In contrast to the consumer-focused data privacy model used in most U.S. privacy laws, some 

have argued for adopting a more European data protection framework.264 For example, 

Professors Chander, Kaminski, and McGeveran argue for the importance of data protections 

that “follow the data” regime like those in the GDPR.264 For example, imposing duties of data 
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minimization and purpose limitation provide persistent restrictions for data controllers and 

processors to ensure that they do not expose consumers to excessive risks. Professors Chander, 

Kaminski, and McGeveran note that one of the important features of the GDPR data protection 

approach is that it establishes the “default in Europe . . . that personal information cannot be 

collected or processed unless there is a specific legal justification for doing so.”264 

5. POPULATION-BASED APPROACHES TO RESPECT FOR PERSONS 

Informed consent is the primary tool used to support the respect for persons ethical principle in 

research and clinical contexts. However, in population-level activities other approaches to 

support respect for persons have been employed. For example, in public health surveillance, 

consent requirements can be problematic because non-participation of a relative few can bias 

results and frustrate collective benefits.205,234,241,287–289 Consequently, public health ethicists 

take a different approach to support the “respect for persons” principle, and recommend 

involving communities in the decision-making process for population-level interventions.234 This 

approach helps establish a social license for the activity as discussed above.242,243,245 Similarly, 

many big data applications also must reckon with the unique ethical challenges associated with 

population-scale.240 As an example, the public backlash to the Google and Ascension joint 

venture (i.e., Project Nightingale) could be attributed to a failure to establish a social license 

with patients and healthcare providers to engage in that data activity.290,291 

G. OTHER ISSUES AND TOPICS FOR FUTURE CONSIDERATION AND EXPLORATION 

• New harms and benefits from data linkage techniques 

• Privacy-preserving technologies and techniques 

• Legal obligations and protections that “run with the data” (e.g., duties of data 
minimization, purpose limitations, care) after permitted disclosures. 

• The Common Rule’s evolving definition of identifiable information given new 
techniques and methods of uniquely identifying data subjects. 
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VI. OPPORTUNITIES FOR TIMELY ADVICE FROM NCVHS TO THE HHS SECRETARY 

REGARDING CONSTRUCTIVE ACTIONS THAT HHS AND OTHER FEDERAL 

DEPARTMENTS MIGHT TAKE. 

A. DE-IDENTIFICATION 

De-identification remains a critically important issue in privacy. Nearly all panelists in the July 

21, 2022 NCVHS meeting cited issues tied to deidentification.175 Notably, NCVHS submitted 12 

recommendations on de-identification to HHS in 2017. However, it is not clear that there has 

been subsequent action on these recommendations. Since then, the privacy and security 

landscape has continued to change and evolve, often dramatically, in response to technological 

developments and world events. Nevertheless, the NCVHS panelists clearly suggested that de-

identification issues persist. In particular, existing operational and technical guidance on de-

identification is increasingly out of date. 

The 2017 NCVHS recommendations on de-identification remain highly relevant to 

contemporary issues. Moreover, changes since 2017 might warrant revisiting these 

recommendations because of changing priorities, environment, and the likely substantial 

distraction of the COVID-19 pandemic. In addition to the 2017 recommendations, NCVHS might 

consider exploring considerations of both individual and group harms related to methodological 

approaches in data aggregation and de-identification (e.g., see Section V.E.1).175,204 

B. LIMITATIONS ON LAW ENFORCEMENT ACCESS TO HEALTH RECORDS. 

Recent concerns about law enforcement access to and use of private information raise parallel 

questions about whether existing law enforcement disclosure exceptions in some privacy laws 

might enable inappropriate uses. Law enforcement disclosure exceptions in laws like HIPAA are 

often quite broad. However, there are notable exceptions; for instance, 42 C.F.R. Part 2 

significantly curtails law enforcement access to substance abuse disorder treatment records, in 

part to encourage those that need help to seek needed services. 

However, drawing the line between appropriate and inappropriate law enforcement uses of 

health data could be quite challenging. Consider a patient that seeks care for a gunshot wound 
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as compared to a pregnant patient who seeks abortion care for a non-viable fetus in a state 

that has banned abortion. Records for both these patients would likely facilitate law 

enforcement investigations of a potential crime. However, public concerns have been raised for 

the latter example and not the former. An NCVHS convening could help refine and identify 

nuance within this area. Some issues could be explored in more detail. These include, 

• Narrowing the scope of the HIPAA law enforcement exception. 

• Imposing data protection requirements on data disclosed for law enforcement 

purposes, such as principles of data minimization and purpose limitation (similar 

to the EU approach). 

• Imposing higher legal standards and restrictions for generalized (as opposed to 

individualized) law enforcement data requests. 

C. ALGORITHMIC PROTECTIONS 

Increasingly, artificial intelligence and machine learning tools are reshaping the structures of 

health care delivery as well as broader social structures. Existing federal laws do not distinguish 

between these automated processes as compared to traditional manual data uses and 

practices. However, the risks associated with these automated processes are fundamentally 

different in scope and scale (See Sections III.A and III.E). A future NCVHS convening could 

explore the following issues: 

• Feasibility of standards and requirements for conducting impact assessments— 

similar to some proposed and enacted state laws—that evaluate or predict the 

impact of algorithms in areas such as unlawful discrimination, inequitable impact, 

or group harms. 

• Requirements or standards for increased transparency on the use of and purpose 

for automated data processing tools. 

• Higher standards, duties, or penalties based on the size and sophistication of the 

data controller. 
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D. INPUT AND COLLABORATION ON THE HEALTH IMPLICATIONS OF THE 
PENDING FTC RULEMAKING 

There are important health implications for the FTC ANPR on Commercial Surveillance and Data 

Security. (See Section II.B.2.b). The FTC has jurisdiction over many HIPAA covered entities, so 

future rules could create compliance confusion or have unintended impacts on covered entities' 

data practices. Similarly, public health entities could face new impediments partnering with 

private sector businesses and organizations if future rules restrict the use and disclosure of 

information for public health purposes. (See Section V.A and V.B.5). Some unintended 

consequences could be mitigated by early communication between HHS and FTC to ensure that 

proposed rules consider the health perspectives and objectives. If FTC promulgates new 

regulations on commercial surveillance, joint guidance by the FTC and HHS might be needed to 

ensure that HIPAA covered entities understand their compliance obligations under both laws. A 

future NCVHS convening could explore the following issues: 

• Whether timely comments or input could inform or assist the FTC rulemaking 

process related to: 

o Beneficial health-related data practices that could be impeded by future 

FTC rules, including learning health systems, precision public health, and 

private sector assistance in public health surveillance. 

o Harmful health-related data practices that could be considered as the 

subject of future FTC restrictions. 

o Conflicts between proposed FTC rules and existing legal privacy 

frameworks for health data. 

o Consideration of rules that address potential the group harms in addition 

to individual harms. (See Sections III.A., IV.B, V.E, V.F.1, V.F.3) 
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